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FOREWORD

The Massachusetts Institute of Technology has been under

contract to the Avionics Laboratory of the Air Force Wright

Aeronautical Laboratories at Wright-Patterson Air Force Base,

Ohio, to conduct research into the fundamental issues and

problems associated with decentralized relative navigation and

JTIDS/GPS/INS integrated navigation systems. The contract

F33615-79-C-1879 has been monitored for the Air Force by Mr.

James I. Barker of the AFWAL. The principal investigator for

M.I.T. has been Dr. William S. Widnall, Associate Professor,

Department of Aeronautics and Astronautics. Research assistants

have been Giuseppe F. Gobbini and John F. Kelley.

This final technical report summarizes the contract research

results, from contract start in August 1979 to completion. The

research on the stability of decentralized navigation and

navigation based on measurement sharing was conducted by Mr.

Gobbini and Prof. Widnall. The analysis of JTIDS/GPS/INS

integration was provided by Prof. Widnall. The design and

implementation of the JTIDS/GPS/INS simulator was conducted by

Mr. Kelley and Prof. Widnall. Simulation results included in the

report were generated by Mr. Gobbini and Mr. Kelley. The text of

this report has been written by Prof. Widnall.

COPY
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CHAPTER

INTRODUCTION

Scope of Report

The joint services of the United States Department of

Defense are developing a Joint Tactical Information Distribution

System (JTIDS)., a time division multiple access command control

communication system. The JTIDS is to include a relative

navigation 1Relnav) capability whereby members of the tactical

community can determine their position relative to other members

of the community. Initial designs for the Relnav capability have

oeen implemented in the prototype JTIDS terminals.

Future improvements to the navigation capability will depend

in part on a deeper urderstanding of the fundamental concepts and

issues associated with relative navigation and of the fundamental

problems associated with optimizing the integration of JTIDS,

Global Positioning System (GPS), and Inertial Navigation System

(INS) data. The Massachusetts Institute of Technology has been

under contract to the Avionics Laboratory of the Air Force Wright

Aeronautical Laboratory to conduct research into such fundamental

issues.

This contract final technical report summarizes the M.I.T.

research results. Chapter 2 is a review of prior research and

development as reported in both the applied literature on JTIDS

Relnav and the theoretical literature on decentralized



estimation. Chapter 3 treats the stability of decentralized

navigation. Chapter 4 presents an alternate approach for

community navigation based on measurement ,;haring. Chapter 5

discuses the integration of JT':DS, GPS, and INS navigation data.

Chapter 6 6escribes the capabilities of the M.I.T. simulator

developed during this research effort. Chapter 7 presents

JTIDS/INS Relnav simulation results. Chapter 8 presents

JTIDS/GPS/INS simulation results. Chapter 9 summarizes the

research conclusions.

1.2 JTIDS Concepts

The Joint Tactical information Distribution System (JTIDS)

is a synchronous, time-division multiple-access (TDMA2 , spread

spectrum communication system. The JTIDS will provide a secure

antijain data link between military elements in a tactical

environment The elements can include users in the air, on the

sea, and on land. An introduction to the JTIDS system concept

and a description of one communication terminal hardware

implementaion is provided by Dell-Imagine of Hughes in Ref. 1.

The system architecture uses time division to allow multiple

users to participate. Each terminal within as network is

assigned a number of transmit time slots in which it can

broadcast messages. Each terminal in the net can listen to all

time slots in wnich it is not transmitting. Proper system

operation requires all users to have precise knowledge of system

tin.e. Initial user clock synichronization is attained by

listening for either a special net entry message or for regularlym2

, , , , ,... ... ... .........- ... .d• ...... . . , i ...... . . • ..



transmitted position messages. Reception of this message assures

the terminal that it has time to within a fraction of a 7.8

millisecond time slot. Fine synchronization can then be achieved

by one of two methods: round trip timing (RTT) or passive

synchronization.

In the round trip timing method, the donor terminal receives

an interrogation and includes the time of arrival of the

interrogate message in the reply message. The interrogation

terminal measures the time of arrival of the reply message and

combines this measurement with the data in the reply message to

determine its timing error. The RTT method is very accurate, but

requires both terminals to break radio silence.

Passive synchronization, as its name implies, is achieved by

a user without breaking radio silence. In its simplest form,

assume a user has an independent means of determining its own

position. The donor transmits a position message. The receiving

terminal measures the time of arrival, computes the propagaion

delay associated with the range between the donor and user, and

finally calculates its timing error.

1.3 Relative Navigatmon Concepts

In addition to its primary communications capability, the

.JTIDS has the inherent capability of providing high accuracy

relative navigation data with respect to other terminals within

the network. This added capability follows from the fact that

all JTIDS terminals perform the very high accuracy

time-of-arrival measurements on the signals received from the

3



other terminals in the network. A time-of-arrival measurement

may be considered a pseudo-range measurement.

Implementation of a JTIDS relative navigation capability

does not require hardware modification to the JTIDS terminals.

However it does require appropriate coordinated additions to the

Scomputer software in the JTIDS terminals. It is necessary to

establish a consistent set of navigation definitions, community

navigation architecture, and rules for data interchange to assure

successful operation of the relative navigation function.

In absolute navigation, as opposed to relative navigation,

we are zoncerned with the determination of one's own position and

orientation within an agreed upon fixed coordinate system, such

as the geodetic latitude longitude altitude coordinate system.

In relative navigation we are concerned with one's own position

and orientation relative to other members of a network, without

necessarily being concerned with the geodetic location of the

members of the network. In some missions, accurate relative

navigation is sufficient. For example, consider a tactical

scenario in which one aircraft locates a target relative to

itself, then a second aircraft determines its location relative

to the first aircraft plus receives the target location data.

SThe second aircraft now can deliver weapons to the target. All

this can take place without accurate knowledge of the absolute

geodetic location of the target or of either aircraft.

To attempt relative navigation one must define a relative

navigation grid. Fig. 1.1 illustrates two communities having

identical relative positions. Each community has three members.

4
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The distances between members in each community is the same, so

the time of arrival measurements in each community could be the

same (provided the clock errors were the same). The time of

arrival measurements alone can not establish seven absolute

navigation variables: the geodetic position of the origin of the

relative grid (latitude, longitude, altitude), the geodetic

orientation of the relative grid (three Euler angles), and the

absolute time of the community.

In JTIDS relative navigation it is assumed that each member

has an independent means of determining geodetic altitude and

geodetic horizontal. The time of arrival measurements then are

needed only to fix the horizontal position, the azimuth

orientation, and the time. The relative navigation problem is

reduced to a two dimensional navigation problem. It is

convenient to set arbitrarily three of the unobservable seven

variables relating the relative and absolute grids: the altitude

of the origin of the relative grid is set at sea level and two

axes of the relative grid are set tangent to the earth horizontal

at the grid origin. This leaves unspecified the longitude and

latitude of the origin of the relative grid, the azimuth

orientation of the relative grid, and the grid time offset.

There are many ways of establishing the remaining four

unobservable variables. The most convenient method of

establishing the time offset is to choose one member to be the

net time ceference. All members attempt to synchronize their

JTIDS clock- with that of the net time reference. The absolute

error of the clock of the net time reference is the unobservable

6



grid time offset. One method of establishing the horizontal

position and azimuth of the relative qrid is to use two fixed

position references. One of the position references can

establish the origin. The second establishes a baseline defining

the orientation of the grid. A second method uses one fixed

position reference and one aircraft with inertial navigation

system (INS). h third method uses two aircraft with inertial

systems. A fourth method uses a single rapidly moving aircraft

with inertial system. This last method is the method currently

implemented in the JTIDS software. This single grid setter is

called the navigation controller.

In the current JTIDS navigation concept a user can obtain a

fix of its own position using its own time of arrival

measurements together with the reported positions of the sources.

The user may also choose to use active round trip timing

measurements. Assuming the reported positions of the sources

have negligible error, three linearly independent measurements

are necessary and sufficient for the user to obtain a fix of its

own horizontal position (2 variables) plus its clock offset.

Fig. 1.2 illustrates some of the methods of obtaining three

independent measurements. Two sources can provide two

independent TOA (time of arrival) measurements and one of them

can provide a RTT (round trip timing) measurement. Or three

sources can provide three TDA measurements permitting a passive

fix. A single moving source can provide the necessary

measurements sequentially. Two sequential TOA measurements plus

one RTT measurement provides a fix. Or Three sequential

7



measurements provide a passive fix.

If the reported positions of the sources were geodetic

positior.s, the resulting fix is the geodetic position of the

user. If the reported positions of the sources were positions in

the relative navigation grid, the resulting fix gives the

relative position of the user. The current JTIDS navigation

concept permits dual grid operation, that is permits navigation

fixing both in absolute geodetic coordinates and in relative grid

coordinates.

Note the similarity of the three-source passive method of

obtaining a horizontal navigation fix and the method utilized in

GPS navigation to obtain a 3-D fix. In GPS navigation, time of

arrival measurements from four of the available satellites

combined with the reported geodetic positions of the satellites

are sufficient to fix the three components of geodetic position

and the clock error of the user.

However a fundamental difference between JTIDS navigation

and GPS navigation is that in GPS navigation the reported

positions of the satellites are highly accurate but in JTIDS the

reported positions of the sources may be inaccurate. In fact the

sources themselves may be trying to fix their own positions from

time of arrival measurements from other members of the community.

If closed loop information paths exist, the JTIDS navigation

solution may be unstable. We will discuss the stability problem

furthur in Chapter 3.

All active units transmit, perhaps every 12 sec.. a position

and status message (P message). Possible content of the P

8



message includes: source terminal's horizontal position, speed,

heading, altitude, as well as its position quality, time quality,

and relative azimuth quality. Using these data and appropriate

source selection logic, perhaps based on the source's and the

user's own quality levels, the user terminal selects the desired

sources, calculates the predicted pseudorange, and compares it to

the measured pseudorange. By means of an appropriate recursive

(Kalman) filter, these pseudorange differences are used to update

the estimates of position, velocity, time bias, and time bias

rate.

In most aircraft applications, dead reckoning data is

available from an inertial system, a doppler system, or an

air-data and heading reference system. The inertial or other

data is used to extrapolate the aircraft navigation state between

filter measurement incorporation time points. In such aircraft,

an error state filter formulation would be implemented estimating

the errors in the indicated position and velocity of the dead

reckoning system. Additional states estimated would include the

inertial alignment errors and/or other dead reckoning sources of

error.

1.4 JTIDS/GPS/INS Integration

"The Global Positioning System (GPS) is a satellite

navigation system capable of providing continuous worldwide

navigation of unprecedented accuracy. When fully deployed,

eighteen or more satellites in 12 hour orbits will provide the

continuous coverage. The ground control segment tracks the

9
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satellites, determines their orbital ephemeris, and uploads the

ephemeris to each satellite. The satellites rebroadcast the

ephemeris data to the users of the system. Atomic clocks in the

satellites maintain accurate time synchronization. The receivers

of the users measure the times of arrival of the psuedo random

coded signals. The crystal clock in a receiver has significant

driLft, so the time of arrival (or pseudo range) measurement has

significant clock error. Four psuedo range measurements from

four different satellites are sufficient to fix the navigation

unknowns, the three components of position and the receiver clock

error.

To integrate JTIDS, GPS, and INS data, a Kalman filter can

be used to optimally combine the data. The use of both GPS

navigation and JTIDS Relnav can provide significant performance

benefit:. We discuss these benefits in Chapter 5. Simulation

results in Chapter 8 provide a quantitative 2emonstration of some

of the benefits.

10



CHAPTER 2

REVIEW OF PRIOR RESEARCH AND DEVELOPMENT

2.1 PLRACTA and ITNS Navigation Literature

Bivin of the Naval Air Development Center in Ref. 2 provides

a survey of prior programs that have contributed to the

technology base for JTIDS and its relative navigation capability.

A collision avoidance system was developed by McDonnel Douglas in

1965 for flight testing of high performance aircraft. This

system was similar to JTIDS in that it used spread spectrum

bi-phase modulation and used signal time of arrival to infer

range. Interrogate-respond synchronization was used, all units

transmitted in turn, and units received when not transmitting.

Danger situations were determined based on range and range rate

with altitude separation calculated from position reports.

Both the Air Force and the Navy sponsored programs to

advance the technology. The Air Force Electroniz Systems

Division and the Mitre Corporation began the PLRACTA (Position

Location, Reporting, and Control of Tactical Aircraft) project.

The Naval Air Development Center and the Singer Kearfott Division

began the ITNS (Integrated Tactical Navigation System) project.

Objectives of the PLRACTA project were to verify the

feasibility of attaining and maintaining synchronization of

remote airborne clocks based on inexpensive crystal oscillators

by means of passive ranging, to use these clocks to support a

11i



time division multiple access data net, and to demonstrate the

position location capability inherent in this process. A system

of ground stations and two airborne units was built. Flight

tests conducted in 1971-72 successfully demonstrated the basic

concepts. One performance problem predicted in simulations and

observed in the flight tests was the inherent instability ctf

multi-user systems with completely passive synchronization.

Further simulation work led to recommending a covariance based

hierarchical community organization including limited round-trip

timing for clock synchronization, as reported in Ref. 3. in

PLRACTA the presence of surveyed ground sites was assumed,

providing a geodetically referenced baseline for positioning.

In the ITNS project the Navy was pursuing a relative

navigation approach designed for operation at sea with no fixed

references or surveyed positions. The system developed by Singer

had an active mode for round trip synchronization and a passive

(receive only) mode. A community structure was established in

which a master unit established a tactical navigation grid, all

units would report their inertial position in grid coordinates,

range would be measured and compared with expected range based on

position -eports. and inertial corrections applied. Flight tests

were conducted with two airborne units and up to three ground

units. Stable relative navigation was demonstrated. It was

discovered that large initial errors could cause linearity and

ambiguity problems at net entry. Techniques were developed to

overcome this problem. It was also discovered that use of a

single fixed ground station could cause a rotational instability.
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The completely passive community used in PLRACTA was not

attempted in ITNS.

Stow of Singer describes the system and Lelative navigation

concept in Ref. 4. He provides simulation results for the case

of two fixed grrund units and one airborne unit, which is in the

active mode. Danik of Singer in Ref. 5 also describes the system

and the single aircraft simulation results. He also provides a

qualitative discussion of a few other simple cases: one aircraft

and one ground station, two aircraft (master and user), and

helicopter and ship. No multiple aircraft simulations are

presented.

Studies at Singer (Ref. 6), ITT (Ref. 7), Litton (Ref. 8),

and Dynamics Research Corporation (Refs. 9,10) were conducted to

A• investigate alternate approaches to relative navigation. The

paper by Rome and Stambaugh (Ref. 10) summarizes the DRC study

results. Many different community relative navigation

organization concepts are considered. Some organizations have a

designated master that relies on its own dead reckoning system

and does not utilize measurements from other members. Other

organizations have no master and the members attempt to arrive at

a consistent definition of the relative grid in some democratic

manner. Within both the with-master and master-free

organizations further distinctions are identified, including the

many-on-one, the baseline, the weak hierarchy, and the strong

hierarchy organizations. A covariance analysis simulation is

used to evaluated some of the alternate organizations. Scenarios

include a rapid maneuver community having four aircraft and a
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community having two aircraft and two ships. The simulations of

four organizations with masters are compared. The many-on-one

organization consistently is less accurate than the others.

Better accuracy is obtained when members use more than just the

master as ranging sources. The end of baseline organization

gives good accuracy. The covariance defined strong hierarchy and

the weak hierarchy sometimes give good accuracy but sometimes are

unstable. in these mechanizations each element uses reported

position covariances to weight its range residuals in an attempt

to model the effect of the position errors of the other members.

"This modeling of the correlated position errors as uncorrelated

measurement noise gives unreliable results. After several

observation cycles, the K&lman derived position covariance of all

the members drop to a value where their range residuals are

weighted equally with the master's. At this point there is no

strong definition of the grid in the community and instabilities

may result. Simulations of the master free organizations

indicated that these are generally not as accurate as those wit.

a master.

The studies showed that alternatives to inertial dead

reckoning were practical. A potential for instability was

discovered in communities with mixed dead-reckoning systems

unless grid drift error states were modeled. The Rome and

Stambaugh paper simulation results indicate that an all-Doppler

community may have more accurate relative navigation than a mixed

community having a Doppler master and some members with inertial

systems.
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The interest in a Doppler version of relative navigatlon tor

helicopter use led to additional flight tests involving the Army

Electronics Command (Refs. 2,11). The tests in 1975 demonstrated

that stable relative navigation is feasible using Doppler and, as

predicted, the accuracy is somewhat less than with inertial dead

reckoning. Mixed community operation was tried and measurement

weighting using reported position covariances was attempted. The

latter did not work. However there were software problems that

permitted negative covariance diagonal elements, so the results

should be considered inconclusive.

2.2 JTIDS Relative Navigation Literature

The efforts of the military services were maerged in the

JTIDS program. Two classes of terminals were defined, a Class I

terminal for use on command and control platforms such as AWACS,

and a Class 2 terminal for use on small tactical platforms. The

Class 1 terminal is being developed by Hughes. The Class 2

terminal is being developed by Singer-Kearfott. The JTIDS Relnav

Working Group was established to try to define a set of rules for

data interchange and organization which would assure successful

operation.

The 1976 paper by Fried (Ref. 12) is a good introduction to

the JTIDS Relnav concepts and terminology. The paper has been

also published in an archive journal (Ref. 13) with the addition

of some references and slightly more Kalman filter information.

A possible architecture for the relative navigation community is

presented. The relationship of the members of the community is
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illustrated in .q. 2.1. One memoer of the nettork, designated

the time reference, establishes system tine and is assigned tne

highest time quality. For relative grid operation, one member,

designated the navigation controller, estao!snes the origin and

orientation of the relative 9uid. The origin is at see level and

is assumed stationary. Actually the grid origin and orientation

may be slowly moving as a result of the dead reckoning errors of

the navigation controller. All net nrembers attempt to determine

their position with respect to these grid coordinates. The

navigation controller is astigned the highest relative position

quality. There may also be terminals possessing high accuracy

absolute position information. These are designated position

references and are assigned the hiQhest absolute position

quality. Below the position references and the navigation

controller there could be two classes of users: primary and

secondary users. The primary users are permitted to use round

trip timing for clock Zynchronization at relatively frecuent

intervals, perhaps whenever their time quality (as estimated by

the terminal's filter) falls below a certain level. These

(relatively tew' unit•s, having excellent time quality, ace used

ds primary navigation references. Secondary userc do not perform

round trtp timing frequently and, in fact, must ce capable of

performing clock synchronization and re-ative navigation

completely passively. Within the two classes of users, quality

levels are established or, the basis of accuracy estimated by each

terminal's filter. Source selection logic perbips can be

developed based on these self-estimates of accuracy. For
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example, one secondary user might use another secondary user as a

source only if the latter has a higher position and time quality.

Fried (12,13) also presents some simulation results. The

members of the community do not have a dead reckoning capability.

All scenarios include four ground stations (position references),

one of which is also the time reference. Two scenario types are

investigated, a wide baseline geometry and a narrow baseline

geometry. Airborne member measurement selection logic in some

cases selects every P-message from all other airborne members an

in other cases selects only to P-messages from the ground

stations. Up to 11 members are included. The simulation results

show that for certain poor geometry conditions, divergence occurs

when airborne members are permitted to use every position message

from all other units at all times. Fried concludes that it will

be necessary to have some form of strong hierarchical source

selection based on own and source's time and position quality.

Recall however that Rome and Stambaugh (10) found that such a

strong hierarchical organization was not sufficient to guarantee

stability.

Steele and Schlenger of Singer in Ref. 14 discuss JTIDS

relative navigation and its implementation in the Singer

terminal. The paper discusses dual grid operation (relative and

geographic) and the Kalman filter requirements to maintain

independence of the grids. No simulation results are presented.

Greenberg and Rome in Ref. 15 summarize the more recent work

at Dynamics Research Corp. The paper gives increased emphasis to

the problem of stability. A covariance analysis simulation is
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used to evaluate alternate organizations. All organizations

considered have a master member and all cther members actively

synchronize their clocks to the master. All members are aircraft

and have inertial navigators. The organizations considered

include a weak hierarchy, a position defined hierarchy, a heacing

defined hierarchy, and an end of baseline hierarchy. In the weak

hierarchy, all members except the master use all received

measurements. In the position defined hierarchy, a member uses a

measurement only if the reported relative position quality is

better than own computed relative position quality. In the

heading defined hierarchy, a member uses a measurement only if

the reported relative heading quality is better than own computed

relative heading quality. In the end of baseline hierarchy, the

end of baseline member uses measurements only from the master,

and all! other members use measurements only from the master and

the end of baseline. Other criteria for establishing hierarchy

are discussed but are not evaluated by simulation. The paper

also discusses alternate choices for assumed measurement error

variance in terms of the reported relative position quality.

This influences the Kalman gains that are used to weigh the

measurements. No mechanizations are discussed in which

additional filter states rather than increased measurement noise

are used to model the position and time errors of the source.

The simulations are of a community of four aircraft. The

simulation results indicate that the weak hierarchy has the best

relative range accuracy at 30 min. of relative navigation,

however at one hour the errors have increased. The authors
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conclude the weak hierarchy is marginally unstable. Furthermore

if the reported position quality is not used to increase the

assumed measurement variance, the relative navigation is

completely unstable. The three strong hierarchies (position

defined, heading defined, and end of baseline) all demonstrated

stable nehavior. The position defined hierarchy had better

relative range accuracy and the heading defined hierarchy had the

better pointing accuracy. The end of baseline organization had

the worst relative range accuracy both at 30 min and at one hour.

The position and heading defined organizations could be made

unstable by reducing the assumed measurement error variance.

Companion papers presented at the 1979 lational Aerospace

Electronics Conference summarize progress at Hughes in

implementing inertially aided JTIDS relative navigation. The

paper by Fried (16) reviews JTIDS relative navigation

architecture, error characteristics, and operational benefits.

The paper by Fried of Hughes and Loeliger of Intermetrics (17)

presents the Hughes terminal system configuration and the

algorithm design for the inertial navigation processing, the

source selection logic, the Kalman filter, and the process timing

and sequencing. A combination of the two papers also has been

published in an archive journal, Ref. 18. A Litton LN-31 has

been interfaced with the Hughes JTIDS terminal. The relative

navigation function is added to the JTIDS terminal computer.

Velocity data from the INS is used to infer acceleration, which

is integrated in a full inertial computational algorithm. The

paper does not make it clear why it was necessary to duplicate
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the inertial navigation equations in the terminal computer.

The Kalman filter has 18 states. They have chosen to

estimate the error in geodetic position and the error in relative

grid origin geodetic position and the error in the relative grid

azimuth. The error in relative position need not be explicitly

estimated because it is linearly dependent on states which are

estimated. This choice of states is said to minimize coordinate

computations. However it will lead to a nearly singular

covariance matrix when in relative navigation the geodetic

position errors and the grid origin errors become highly

correlated.

There is no assurance that the incoming pseudo range

measurements will be conveniently spaced in time so that the

filter can keep up with the measurements. On the contrary the

time slots of the measurements are quite arbitrary and so groups

of measurements can be bunched in time. Therefore buffering is

required to save measurements and the simultaneous navigation

states until the filter is ready to process a new set. The

source selection logic screens the incoming position messages and

selects the best set of data to store in the buffer. Up to eight

measurements can be stored in the buffer. rive different

criteria are used to select up to seven measurements. The

criteria are comparisons of incoming reported accuracy with own

computed accuracy for geodetic level position, grid level

position, altitude, time, and grid azimuth. The geodetic and

grid position criteria each can select a pair of measurements.

The other three criteria each can select one measurement. There
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are four update types that can be constructed from the incoming P

messages: grid pseudorange, geodetic pseudorange, offset along

line of sight, and offset across line of sight. A round trip

timing event is the eighth possible measurement in the buffer. A

source selection cycle can be short or can include a full eight

selected measurements, depending in part on the CPU availability.

If message traffic allows, the filter, which has a lower

priority, will complete a cycle very rapidly. The lower priority

for Relnav and its filter was chosen so as to minimize the impact

on the communication function of the JTIDS terminal.

Once per source selection cycle the inertial variables are

reset according to the filter estimated errors. It appears that

only the redundant variables are reset, not the LN-31 variables.

Not discussed is the effect of allowing the LN-31 variables and

the -. dundant variables to have different values. A possible

accelseration error is introduced due to the unmodeled differ ',nce

betwe... the variables.

2.3 JTIDS/GPS/INS Integration Literature

The NAVSTAR Global Positioning System CGPS) and the Joint

Tactical Information Distribution System (JTIDS) are both likely

to be used by many military platforms. In addition most military

aircraft carry inertial navigation systems (INS). Of concern is

the effective integration of these and other avionic systems. A

General Officers' Steering Committee for Communications,

Navigation, and Position Integration (CNPI) was established by

the Air Force in May 1977. An objective of this committee was to
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establish a feasible integration plan that reduced the overall

equipment requirements for space, power, cooling, and weight.

The C.S. Draper Laboratory and the ARINC Research Corporation as

associate contractors performed a technical and life cycle cost

analysis concerning GPS/JTIDS/INS integration. The results are

summarized in Refs. 19,20,21. A conclusion was that it will be

possible to install GPS and JTTDS user equipment sets on tactical

fighter aircraft without integrating the hardware. To achieve

this it will be necessary for the sets to be more compact than

the early GPS and JTIDS development models, but this is

considered to be within the state of the art of component

technology, largeý scale integration, and packaging design.

The study also considered various levels of hardware

Integration. One ground rule was that the existing inertial

navigators in the aircraft be used. Another ground rule was that

any proposed integrated system had to be capable of being on

board tactical aircraft and operational in the 1984 time frame.

This meant that only current and near future technologies could

be included. In the most integrated design, the GPS and JTIDS

share a common oscillator, frequency synthesizer, power supply,

computer, and RF and IF channels. A surprising conclusion was

that this most integrated design only achieves a 8 or 9%

reduction in required volume compared with the minimally

integrated systems. The reduction in volume due to the sharing

of common hardware was not enough to allow for a quantum jump to

the next standard size line replaceable unit. The recommended

design for the 1984 time frame has independent GPS and JTIDS
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hardware except for a single aircraft interface data unit and a

common power supply. Data links are provided to interconnect the

GPS, JTIDS, and INS sets.

Although little benefit was found from hardware integration,

the study discussed the many benefits obtainable from data

integration. These benefits will be discussed in the chapter on

JTIDS/GPS/INS integration. Part of the Draper Laboratory study

included the design of a Kalman filter for integrating GPS,

JTIDS, and INS data, as summarized in the Kriegsman and

Stonestreet paper (21). A covariance analysis simulation was

used to compare the accuracy of the integrated JTIDS/GPS/INS

system with that of a GPS/INS system and a JTIDS/INS system. No

surprises were reported. The integrated system, as one would

expect, was more accurate than either of the other systems. Only

qualitative results are presented in the unclassified paper (21).

The quantitative simulation results are in the classified Volume

3 of Ref. (19).

The MFBARS program at the Air Force Avionics Laboratory has

been exploring the design of a Modular multiFunction multiBand

Airborne Radio System (MFBARS). This program is driven by the

same concerns that led to the Draper Lab CNPI study. However the

MFBARS studies have not been constrained to look at only near

term technology. Also the studies are considering more than

JTIDS and GPS for possible integration. ITT and TRW have been

the contractors on the Program. During Phase I a set of

candidate architectures were developed and compared. During

Phase Ii one of the architectures was selected as a preferred
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approach and became the focus of a more detailed analysis and

design effort. In its Phase II report, Ref. 22, ITT summarizes

its results. The 14 operationally required radio functions

(JTIDS, GPS, Seek Talk, UHF communication, VORTAC navigation,

ILS, Identification, etc.) can be accomplished by four radio

sets, provided each is considerably more flexible than its single

function predecessors. Two emerging technologies are used

extensively in the recommended design: charge coupled devices and

surface acoustic wave devices. These devices function as an

analog memory for an incoming signal. This allows a time segment

of signal to be stored and processed different ways at different

times. Transversal filters are implemented to do the desired

signal processing. An agile programmable transversal filter for

RF signal processing is at the heart of the recommended design.

It can change tuning faster than the reciprocal of the output

bandwidth, which had not been possible with conventional filters.

With this feature, high speed time sharing of the signal is

possible with no loss in signal to noise ratio. The study found

significant direct benefits to the highly integrated most

advanced technology design in terms of weight savings, volume

savings, production cost savings, and life cycle cost savings.

The MFBARS studies have concentrated on hardware

considerations. The various computer algorithms needed to

accomplish the digital signal processing and the data processing

have been considered only to obtain an estimate of the computer

thruput requirements and memory requirements. In particular no

effort has been devoted to integrated software design including a
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possible universal Kalman filter for navigation data processing.

A paper by Rome, Reilly, and Ward (Ref. 23) further

discusses the benefits of fully integrating JTIDS and GPS data.

Their comments and recnmmendations will be reviewed in a later

chapter.

2.4 Decentralized Estimation Literature

The JTIDS Relnav problem can be considered to be an example

of decentralized estimation. A centralized solution to "he

Relnav problem could be implemented by radioing all measurements

to a central computer whose Kalman filter would estimate the

navigation state throughout the community. Such a centralized

solution would require a large amount of data being sent to the

central computer. Also it woula require a powerful computer to

implement the Kalman filter because the dimension of the state

vector would be very large and the number of measurements to be

processed would be large. The JTIDS approach is a decentralized

solution. Responsibility for estimating tkhe community navigation

state is spread throughout the community. In particular, tne

navigation state of a particular member is estimated by that

member. Furthermore the measurements used by a member are only

the measurements obtained by its own receiver. In place of

sharing the values of its measurements, a member broadcasts its

own estimated position.

A complete and satisfactory theory of decentralized

estimation does not exist. Kerr (Ref. 24) has reviewed some of

the approaches to decentralized estimation. He has found two
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approaches to be applicable to the JTIDS Relnav problem. These

are the Surely Locally Unbiased filter proposed by Sanders et al

(Ref. 25) and the Sequentially Partitioned Algorithm proposed by

Shah (Ref. 26). The application of both methods to the JTIDS

problem would retain the partitioning and allocation of the

community state as in the current JTIDS organization but would

alter the weights associated with the accuracy of the

measurements.

Speyer (Ref. 27) and Willsky et al (Ref. 28) propose

decentralized organizations that reconstruct the centralized

optimal estimate. Speyer's method requires all members to have a

full sized filter modeling all the community navigation states.

They must also have an auxiliary vector of the same size as the

complete state vector. It is data dependent and must be updated

on line. Each member knows only its own measurements, but it can

reconstruct the optimal centralized estimate by linearly

combining the estimates and the auxiliary vectors of all members.

The members share their estimates and auxiliary vectors.

Willsky's method is an extension of Speyer's method. It

allows every member to have an incomplete state vector (such as

only its own state variables) provided cert~an tuv.uAiLions are

satisfied. In particular the state vector must include any state

variable that is needed to compute the expected value of that

member's measurements. There is only one auxiliary vector, which

has the same size as the complete state vector, is not data

dependent, and must be updated by a central processor that must

be supplied with the covariance matrices from all members. The

27



central processor must also know all the local estimates. it

obtains the centralized optimal estimate by linearly combining

the local estimates and the auxiliary vector.

Neither Speyer's nor Willsky's method appear to be helpful

in the JTIDS application. The Speyer method requires a large

amount of computation since every member must have a full sized

state vector and associated covariance matrix plus an equally

large auxiliary vector and matrix. The Whilsky method requires a

central processor with large computational capability. Both

methods require a large amount of information to be shared by the

local estimators: all local estimates, all local covariance

matrices, and in Speyer's method the auxiliary vectors as well.

In some applications the measurement geometries, the

measurement schedules, and the state transition matrices are all

known in advance. The required covariance matrices can be

computed in advance and stored. But in the JTIDS application the

mission trajectories are not known precisely in advance so the

covariance matrices must be computed on line as a function of the

geometry, the availability of measurements, and the dynamics.

The contcibutions of Speyer and Willsky have significance

for the JTIDS application in that they inspire the hope that

methods can be found that decentralize the computation burden and

have acceptable communication requirements while preserving

optimal estimation accuracy.
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CHAPTER 3

STABILITY OF DECENTRALIZED NAVIGATION

3.1 0wnstate Organization

The JTIDS Relnav concept currently implemented is an example

of decentralized estimation of the community navigation state.

Each member of the community is responsible for estimating its

own navigation state. The member is to use only the time of

arrival measurements and the round trip timing measurements that

it has obtained with its own receiver. We call this the ownstate

formulation of the decentralized estimation problem.

Within the broad category of ownstate formulations there are

subcategories identified by their measurement selection logic.

We will be discussing the democratic logic, the fixed rank

hierarchy logic, and the covariance based hierarchy logic. Fig.

3.1 illustrates the difference between the democratic

organization and the fixed rank hierarchy.

In the democratic organization each member uses all of the-

time of arrival measurements obtained by its receiver. Thus

member A is using measurements of pseudorange from member B plus

the reported position of member B to help solve for the position

of member A. At thM same time member B is using measurements of

pseudorange from member A plus the reported position of member A

to help solve for the position of member B. Simulations have

shown that the democratic organization sometimes is unstable.
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DEMOCIATlC FIXtD RANK
ORGANIZATION HIERARCHY

Fig. 3.1 Democratic Organization Versus Fixed Rank
Hierarchy
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The instability is probably strongly related to the closed loop

i•nfo:nation patterns.

In the fixed rank hierarchy each member is assigned a

certain rank. More than one member can be assigned an equal

rank. Each member uses time of arrival measurements only from

members with higher rank. This organization does not allow any

closed loop information patterns. We shalt prove that this

organization is stable.

The covariance based hierarchy avoids the question of how to

assign fixed ranks to the members. Instead the rankings are

computed dynamically during a mission in terms of the navigation

accuracies of the members. The community relies on the filter

computed error variances provided by the ownstate filters. As

long as the navigation errot reported by member A is smaller than

the navigation error reported by member B, then member B will use

the time of arrival measurements from member A but member A will

not use the measurements from member B. This dynamic assignment

of ranking assures that information from the most accurate

members can propagate to all members. It is hoped that this

organization is stable. Note rank reversals can occur, so closed

loop information patterns have not been eliminated, only

retarded.

This chapter presents a simplified mathematical model of the

ownstate method of decentralizing the community navigation

problem. An outline of the proof of the stability of the fixed

rank hierarchy is presented. Simulations with the simplified

model demonstrate the stability issues. A more complete
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documentation of our stability resul ;s may be found in the

doctoral thesis of Gobbini (Ref. 29).

3.2 Mathematical Model of the Ownstate Organization

A linear stochastic model for the navigation errors of one

member of the community can be put into standard state equation

form

X Xi +n + u (3-i)

where x is the state vector, is the state transition matrix, w

is the zero mean state driving noise vector of covariance Q, and

u is the reset vector. The subscript n is the time step

variable. The superscript i identifies the ith member.

Depending on the fidelity wanted, the number of state variables

in the state vector can be small or large. We will be able to

illustrate the basic stability characteristics of the ownstate

formulations using only a few state variables. The minimum

required are three: the two components of horizontal navig ation

error plus the clock error. These are the variables that

directly enter into the measurement relationships.

The Kalman filter in each member extrapolates its own state

A

vector estimate x and associated error covariance matrix P

according to

A A

X X -1 +u n (3-2)
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ni 'K P i (3-3)n- n n-1 n Qn(33

The subscript n- denotes the estimate before incorporating any

available measurement. It is assumed in this analysis that the

filters have the correct ownstate transition matrices and correct

driving noise statistics.

Let **' denote the estimation error vector. Let the sign

convention be

A
x x-x (3-4)

The difference equation governing the time propagation of the

estimation error is obtained by subtracting Eqs. (3-1) and (3-2).

a - na; n-1i n

At the nth time point there may be a broadcast event.

Denote the broadcasting member as member j. At this time point

member j is not taking a measurement, so its best estimate of its

own navigation errors is the same before and after the event.

The notation n- can be replaced by n in the case of member j.

Member j broadcasts ifs own best estimate of position and its

computed covariance matrix. In JTIDS Relnav the covariance

matrix is not broadcast but instead quality words are broadcast.

For simplicity in this analysis we are assuming the covariance

matrix is broadcast.

All other members of the community listen to the broadcast
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of member j. They measure the time of arrival and they receive

the position message. A time of arrival measurement is processed

by a member by first subtracting the measurement and the

predicted measurement. The predicted measurement is based on the

member's own best estimate of position and the source's own best

estimate of position, which was provided in the position message.

It can be shown that this difference or innovation is linearly

related to the estimation errors of the user i and the source j

according to

h- (x -"3) (3-6)

where v is the zero mean measurement noise of variance r in the

receiver of member i and h is the measurement geometry vector.

For the simplest formulation with the three element state

vectors, the h vector is

h [cx, C, -] (3-7)
TOA

where cx and cy are the direction cosines of the horizontal line

of sight from the source to the user. Note how the errors of the

source and the user enter into the measurement difference by

means of the same geometry vector but with opposite signs.

A round trip timing measurement has a measurement difference

that is also linearly related to the estimation error of the user

i and the source j according to Eq. (3-6). However the

measurement geometry vector has a non zero entry only for the
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time error element of the state. For the simplest formulation

with the three element state vectors, the RTT h vector is

iIh = [0, 0, 1] (3-8)RTT

The variance r of the additive random error in a RTT measurement

is half that of a passive time of arrival measurement.

The Kalman filter of the ith member uses a TOA or RTT

measurement difference, the measurement geometry, and the source

covariance to update its state vector estimate and associated

covariance matrix according to

Is= h ' P h' (3-9)

Pi ihi +ri +5s) (3-la)

xL x al (3-10)
k n- i

Ai i i i i
xn Xn- + kn- (3-11)

These are the familiar Kalman measurement incorporation equations

except for the addition of Eq. (3-9) and its use in Eq. (3-10).

The variable s is the variance of the contribution of source

error to the measurement residual. The denominator in Eq. (3-10)

would be the correct expression for the measurement innovation

variance if there were no correlation between the errors of the

source and the user and if the covariance matrics computed by the
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Ii
source and user were correct.

The change in estimation error at a measurement

incorporation is obtained combining Eqs. (3-4), (3-6), and (3-11)

x (I A) xi + A x -kivi (3-13)

S= k'h' (3-14)

The community navigation error equations (3-5) and (3-13) (with i

running from 1 to M, the number of community members) are a set

of coupled linear difference equations with time varying

coefficients. The solution to the set of equations is a function

of the initial error vectors V, the state noise sequences w
X0

and the measurement noise sequences v-

3.3 Proof of Stability of Fixed Rank Hierarchy

It is highly desirable that the cormunity navigation

solution be exponentially stable. By definition the community

navigation solution is exponentially stable if every perturbation

of the initial estimation errors produces a solution that

approaches within an exponential bound the unperturbed (or

reference) solution. The definition assumes the same noise

sequences w and v are driving both the reference solution and the

perturbed solution. Fig. 3.2 illustrates the convergence of a

perturbed solution to the reference solution and Fig. 3.3

illustrates the convergence occurs exponentially fast.

In centralized optimal estimation theory, sufficient
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4

conditions guaranteeing the stability of a Kalman filter have

been found. The Deyst-Price theorem (Ref. 30) states that a

Kalman filter is exponentially stable if there is present

observability and controllability by the assumed drivi-.j noises.

Observability is a property of the measurement geometries and the

state transition matrix. Controllability by the assumed driving

noises in the model used for filter synthesis assures that the

Kalman gains do not go to zero.

Suppose now that the ownstate filters of the navigation

community by themselves satisfy the sufficient conditions of the

Deyst-Price theorem arLd therefore are stable if there were no

error interaction. What is the response of such a selt stable

filter when there is an unmodeled error in the measurement due to

the source error? A key theorem proven by Gobbini (Ref. 29) is

that if there are exponentially bounded unmodeled perturbations

in the measurements used by an exponentially stable Kalman

filter, there will be exponentially bounded perturbations in the

filter estimates. This theorem is like the theorem in linear

system theory that a bounded input into a stable system produces

a bcunded output. Cobbini has extended the familiar theorem to

treat exponential bounding and time varying systems with multiple

inputs, of which a Kalman filter is an example.

With Gobbini's theorem, one can now deduce the stability of

a fixed rank hierarchy. Suppose we have a single navigation

controller who is also the net time reterence. Assign rank 1 to

this and only this member. This rank 1 member accepts

measurements from no other member. Its indicated position and
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time are perfect by definition. There Is no stability issue with

respect to these variables.

One or more members may be assigned rank 2. These rank 2

members accept measurements only from the rank 1 member. Since

there are no unmodeled errors in the measurements, the ownstate

filters are optimal. If the controllability and observability

conditions are met, the rank 2 solutions are exponentially stable

by the Deyst-Price theorem.

One or more members may be assigned rank 3. These rank 3

members accept measurements only from the rank I and rank 2

members. There are no unmodeled errors in the measurements from

the rank 1 member, but there are unmodeled errors in the

measurements from the rank 2 aembers. Considering the effect of

perturbations to the initial estimation errors of the community,

the perturbations in the unmodeled errors will be exponentially

bounded. By the Gobbini theorem, if the controllability and

observability conditions are met, the perturbations to the rank 3

estimation error vectors will be exponentially bounded.

The proof continues by induction. At every rank level if

the controllability and observability conditions are met, the

estimates are exponentially stable. Fig. 3.4 illustrates the

stability of the several ranks.

The same inductive reasoning can be applied to prove the

stability of other fixed rank hierarchy organizations. Suppose

for example the navigation grid is established by a two-member

method. The primary navigation controller and net time reference

is assigned rank 1. The secondary navigation controller, who
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establishes the end of the grid baseline, is ass~gned rank 2.

This rank 2 member uses measurements crom the rank 1 member to

estimate its distance and time with respect to the rank 1 member.

Again there are no unmodeled errors in the measurements used by

the rank 2 member, so given controllability and observability the

rank 2 member solution is stable. The stability of rank 3, rank

4, etc. members is proven as in the single navigation controller

organization.

Note the integral part that the controllability and

observability conditions play in the proof. The filter designer

can assure that the controllability condition is met by injecting

driving noise at appropriate points in the mathematical model

used for filter synthesis. Observability is partially under the

control of the filter designer through the measurement selection

logic. However there may not be available sufficiently diverse

measurements to provide observability. This is beyond the

control of the filter designer and is determined by each actual

mission scenario. Some of the situations that provide positional

and time observability were discussed in Chapter 1 and

illustrated in Fig. 1.2.

3.4 Time Domain Covariance and Stability Analyses

One method of evaluating the performance of a proposed

community organization is to compute the time variation of the

covariances of the ac"tual estimation error vectors. This section

presents the actual error covariance equations for the ownstate

organization whose mathematical model was presented in Section
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3.2. The stability of the organization can also be examined in

the time domain. Equatins for exhibiting the stability are also

presented in this section.

The linear equations governing the estimation error vectors

were given earlier. Eq. (3-5) governs the time propagation and

Eq. (3--13) governs the change at a measurement incorporation.

The state driving noises and the measurement noises have zero

means. If the initial estimation errors have zero means, then

the estimation errors have zero mean for all time. Calculation

of the error covariance matrices is then the same as the

calculation of the mean squared error matrices. The

cross-covariance of the estimation error of member i and member k

is

ik Ervi nk% (3-15)

We include the possibility that i is the same as k. Using Eq.

(3-5) in Eq. (3-15) one obtains the equation governing the time

propagation of the cross-covariances

tic zi ik k' i
U =k i U i k + Qi 6 (3-16)n- n n-1 11 n ik

It has been assumed that the state driving noise vectors are

independent of the prior estimation error vectors and are

independent of each other.

At time n there may be a broadcast event. Assume member j

is the broadcast source. Using Eq. (3-131, in Eq. (3-15) one
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obtains the equation governing the changes in the

cross-covariances as a result of the measurement incorporations

ik ik kc i kU (i-A)U (I-A )' + (I-A I UnJ Akn n- n
(3-17)

• "kk~ k' kri'
+ AiU k(I-Ak) + A 3kA + k'rk 1  .

If either i or k does not incorporate a measurement because it

refuses the measurement or because it happens to be the

broadcaster j, then Eq. (3-17) is still correct provided the

appropriate Kalman gains k and matrices A are set to zero.

These equations governing the actual error ccvariance have

been included in the simulations of the ownstate communities

discussed in the next section.

In general the actual error covariances of tne members do

not go. to zero becadse of the presence of state driving noises

and measurement noises. This makes it difficult to make

statements. about stability based on observations of the error

covariance. It is desireable to have some time domain method of

assessing stability that is more closely related to the

definition of stability, namely the convergence to zero of all

perturbations.

The equations governing perturbations to the community

estimation error vectors can be obtained by subtracting the

equations governing a reference solution from the equations

governing a perturbed solution. The perturbations are found to

be governed by

n- 'n n-l (3-18)
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(I - A') & A' Aj (3-19)n n-n

Note since the same noise sequences were driving the reference

and perturbed solutions and since the system is linear, the

driving noises and measurement noises do not force the

perturbation equations.

The definition of exponential stability requires that every

perturbation converge to zero within an exponential bound. It is

not practical to simulate the response to every possible initial

perturbation. Fortunately this is not necessary in the case of a

linear system. Let L be the dimension of the complete community

navigation error vector. Choose a set of L linearly independent

vectors to span the L-dimensional vector space. Every initial

perturbation vector can be expressed as a linear combination of

these basis vectors. Because the system is linear, the time

variation of the perturbation can be expressed as the same linear

combination of the system responses to the individual basis

vectors. Therefore it is sufficient to examinE ne convergence

of the L basis vector responses. It all L el nts of all L

response vectors go to zero exponentially, then ' e system is

exponentially stable.

The simulation to be discussed in the next section can be

used for such a stability analysis. The rbsponses to the L

independent basis vectors are summarized by providing the sum of

the squares of all L elements of all L response vectors. It this

sum co-Overges to zero, the system is stable.
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3.5 Simulations of Ownstate Communities

To demonstrate the stability issues associated with the

ownstate organizations we have utilized a simple simulation that

incorporates the mathematical model of the ownstate organization

presented in Sect. 3.2. The simulation also incorporates the

covariance analysis equations of the previous section. This

makes it possible to compare a single case error trace, the

filter computed error standard deviation, and the actual error

standard deviation. This section describes the simulation and

presents simulation results.

The navigation problem is a two dimensional flat earth

navigation problem. There are four members in the community

located as shown in Fig. 3.5. They are initially located at the

"corners of a 20 km square. Members 1,3,and4 are not moving.

Member 2 moves rapidly on the closed course shown, with a period

of 300 sec.

The relative navigation grid is established by choosing

member 1 to be the navigation controller and time master and by

choosing member 2 to be an end of baseline subcontroller. In

particular member 1 has by definition perfect knowledge of its

own x,y position and the time t. Member 2 has by definition

perfect knowledge of its own y position.

There are eight navigation error variables in the community:

the member 2 x and t errors, the member 3 x, y, and t errors, and

the member 4 x,y, and t errors. The truth models for these

errors are simple random walks with variance parameters of (10 m)
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/sec. Initial values of these errors were set to plus or minus 1

km or 2 km. Note we present clock errors in range equivalent

units. These random walk models are the most simple possible

models for the growth of the inertial navigation errors and the

clock errors. We have assumed that the inertial system errors

and the clock errors are of comparable significance.

The time of arrival measurements have an additive random

error of 10 m standard deviation. The broadcast time slots are

as shown in Fig. 3.6. One full cycle of broadcasts has a period

of 12 sec. No round trip timing measurements are included.

The ownstate Kalman filters are matched to the truth model.

The filters of members 2, 3, and 4 have 2, 3, and 3 state

variables respectively. They have the correct statistics for the

driving noises and the measurement noise. The initial covariance

matrices of the filters are diagonal with all diagonal elements
2

set at (1 km)

Exploring nonlinear difficulties was not an objective of the

stability simulations. Accordingly the Kalman filters were

allowed to use the actual measurement geometry vectors in place

of the estimated geometry vectors.

The simulation results for the democratic organization are

shown in Figs. 3.7, 3.8, and 3.9. In these plots the trace

labeled e is the single case error trace. The . plot is the

filter computed one sigma value of the error. The d plot is the

actual error one sigma value. The performance is clearly

unacceptable. The actual one sigma value of winy of the errors

after 500 sec of navigation is as large as the initial 1 km one
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sigma error. The filter computed uncertainties are completely

unaware of these large oscillatory actual errors.

The time domain stability test was applied to the democratic

organization. The eight initial basis vectors were the

orthogonal unit vectors. The sum of the squares of all elements

of all responses is plotted in Fig. 3.10. The sum is not

converging to zero so the system is unstable.

A fixed rank hierarchy has been simulated. Member 1 has

been assigned rank 1, member 2 has been assigned rank 2, anu

members 3 and 4 have both been assigned rank 3. At each rank the

members have the necessary observability. Member 2 using

measurements only from member 1 has observability because of the

relative motion. Members 3 and 4 have observability provided by

member 1 static measurements and member 2 measurements that have

relative motion. Simulation results for the fixed rank hierarchy

are shown in Figs. 3.11, 3.12, and 3.13. Here the performance is

good. The rank 2 member (member 2) has filter computed

uncertainty in perfect agreement with the actual error

uncertainty. After an initial transient, the rank 3 members

(members 3 and 4) have good agreement between the filter computed

uncertainties and the actual uncertainties.

The time domain stability result for the fixed rank

hierarchy is shown in Fig. 3.14. The sum is converging to zero,

showing that the fixed rank hierarchy is stable. The rankings in

this stabilitj test are not quite the same as in the previous

run. Here member 4 is assigned rank 4.

A covariance based hierarchy has been simulated in which the
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ranking is computed dynamically as a function of the filter

computed covariance matrices. If the trace (the sum of the

diagonal elements) of a member's own covariance matrix is 3arger

than the trace of the source's covariance matrix, then the member

uses the time of arrival measurement from the source. This is

not precisely the logic used in JTIDS Relnav, but it captures the

essence of the JTIDS logic. Simulation results for this

covariance based hierarchy are shown in Figs. 3.15, 3.16, and

3.17. The performance is acceptable but not quite as good as the

fixed rank hierarchy performance. Initial transient errors are

quite large. Eventually the errors die down but the filter

computed uncertainties are optimistically small.

The stability test result for the covariance based hierarchy

is shown in Fig. 3.18. After a large initial transient, the sum

is converging toward zero. Apparently this covariance based

hierarchy with this mission scenario is stable.

Other runs with this simulator may be found in the Gobbini

thesis (Ref. 29). For example one run shows the fixed rank

hierarchy not performing satisfactorily when there is no motion

in the community. This illustrates the importance of the

observability condition.

3.6 Stability Conclusions

It is clear that the stability of ownstate organizations of

the decentralized navigation problem is critically dependent on

the source selection logic.

We have proven that a fixed rank hierarchy is stable,
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provided the controllability and observability conditions are

satisfied for each member. Controllability is built in by the

filter designer. Observability depends on the mission geometry.

For some members it may depend on there being motion or being

allowed to use round trip timing.

The disadvantage of the fixed rank hierarchy is that there

is no way of assigning fixed ranks that will be good for all

missions. Suppose for example in our simulation we had assigned

rank 1 to member 1, rank 2 to member 4, and rank 3 to members 2

and 3. As a result, members 4 and 3 fail to have the required

observability. Member 4 at a fixed relative position with

respect to member I and using measurements only from member 1 is

unable to solve for its own errors. Member 3 with static

measurements from members 1 and 4 can not solve for its own

errors. Only member 2 with its motion is able to solve for its

own errors, but its estimates will be corrupted by the poor

measurements from member 4.

The democratic organization is totally unreliable. In the

simulation presented the community navigation was clearly

unstable.

The covariance based hierarchy overcomes the disadvantage of

the fixed rank hierarchy, assuring information from members with

accurate navigation will propagate throughout the community.

However it is not clear that this organization can be proven

stable. Rank reversals can occur because after processing many

measurements from supposedly more accurate sources, the member

will believe it now has better accuracy than one or more of its
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previous sources. The role of source and user then reverses.

Thus closed loop information paths do exist. It seems reasonable

to predict that if the rank reversals occur infrequently relative

to the settling times of the individual filters, then the

community will be stable. But if the rank reversals are frequent

and the settling times of the filters are large, then the

community might be unstable.

Furthur research is needed to establish the conditions under

which the covariance based hierarchy can be guaranteed stable.

It may be necessary to enforce some rules concerning the

allowable rate of rank reversals.
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CHAPTER 4

NAVIGATION BASED ON MEASUREMENT SHARING

4.1 Measurement Sharing Versus Estimate Sharing

The current JTIDS Relnav implementation is an example of

decentralized estimation. Individual members estimate their own

state using only their own measurements. However incorporation

of a time of arrival measurement requires knowledge of the

position of the source, so members are required to share their

best estimates of position.

A conceptually different approach would be based on

measurement sharing rather than estimate sharing. If one knows

the values of all measurements taken throughout the community

(together with necessary supporting data), one can in theory

estimate the navigation state of the entire community. Such an

estimator would be the theoretical optimal estimator.

In a large community it would be impractical to implement

the theoretical optimal estimator. The number of state variables

in the filter is proportional to the number of members. To model

the significant errors of a single inertially equiped member

typically requires 12 or more state variables. If the filter

must model 10 such members in the community the total state

vector has dimension 120. Another difficulty is that the number

of measurements obtained in the community each cycle is

proportional to the square of the number of members. Each of the

I-n lIo I I I MA I-m1 I. I II
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M members takes M-l measurements each cycle. At some

sufficiently large M the communication demands on the JTIDS

network would become excessive and/or the Kalman filtering

processing requirements 'would exceed the computer capacity.

The JTIDS literature does not provide an evaluation of the

possibility of implementing measurement sharing. The working

assumption is that the communication requirements would be too

great and the ccmputer capacity required would be too large. The

JTIDS development effort has concentrated on the ownstate

formulation, which has the advantage that the filter state size

is independent of the number of members and position message

traffic grows only linearly with the number of active members.

However after considerable effort has been devoted to

implementing the ownstate organization concept, it has become

clear that the ownstate formulations have some performance

shortcomings. The navigation accuracy at best falls short of the

theoretical optimal, in part because a member's filter uses only

its own subset of the total measurements taken in the community.

At worst some ownstate formulations in some mission scenarios are

unstable. The community convergence can be noticeably slower

than the optimal because unmodeled error transients of a source

excite error transients in a user. It would be highly desireable

to find alternate community organizations that approach more

closely the theoretical optimal performance.

In this chapter we explore the possibility of implementing

JTIDS navigation based on measurement sharing. The goal is to

propose an organization that approaches the theoretical optimal
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in performance but meets the communication and computation

constraints of the JTIDS system.

4.2 Practic-al Measurement Sharing Organization

It may be that navigation estimates close to the theoretical

optimal can be obtained using a subset of the total measurements

in the community. It should be possible to develop a primary

member concept in which certain members are identified as being

of particular significance in establishing the navigation grid

and providing good measurement geometry for all members. The

number of primary members might be of the order of five, but

certainly not more than ten. It would be these primary members

that would be responsible for sharing the values of their

measurements. By limiting the number of members that do

measurement sharing, the amount of message data no longer grows

as the square of the total number of members but rather linearly

with the total number of members.

Gobbini (Ref. 29) has estimated the number of bits that must

be broadcast in the navigation messages. In addition to the

values of the measurements obtained during the last cycle, the

broadcast must include the inertial indicated position at each

measurement time. It may also be necessary to include INS

resetting data and clock resetting data. Consider a nine member

community, all designated primary members. If data supporting

eight measurements is included in each navigation message,

Gobbini estimates that 685 bits would be required. The nine

member broadcasts per cycle would total 6165 bits. According to
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Ref. 1, every 12 sec cycle of JTIDS broadcasts contains 1536 time

slots, whose capacities are 545 bits each, for a total of 837,120

bits per cycle. Thus the required navigation communication for

nine members would be less than 1% of the total capacity.

Optimal processing of the available measurement data by an

individual member would require a filter state vector that

included the navigation errors of the member plus the navigation

errors of the primary sources. If the member were a secondary

member and there were nine primary members, this could require 12

states for each of the 10 members or 120 state variables. Such a

filter is beyond the capability of current flight computers.

It is possible that a suboptimal filter with far fewer

states can meet the performance goals of an individual member. A

member is primarily interested in having accurate estimates of

its own navigation errors. It is interested in estimating the

errors of the others only if these errors are strongly correlated

with its own errors. This suggests that a reduced state filter

could be implemented in each member. The suboptimal filter would

model all the ownstate variables but would delete most of the

other member variables except those that directly influence the

measurements. The retained variables are the horizontal position

errors and the clock offset errors of each primary source.

In the nine primary member example, such a suboptimal filter

would have the member's own 12 states plus 9 times 3 or 27 of the

primary member states for a total of 39 state variables. This is

still a large real time filter by current standards, but it could

be implemented.
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4.3 Simulation of Optimal and Suboptimal Filters

To provide some estimates of the potential performance of

the optimal filter and the reduced state suboptimal filter: we

have implemented low order versions of both filters in the 2-D

simulator.

Again four members are simulated. This time there is no

motion. The members are at the corners of the 20 km square of

Fig. 3.5.

Again the navigation grid is established by choosing member

1 to be the navigation controller and time master and by choosing

member 2 to be an end of baseline subcontroller.

The truth model for the navigation errors has been augmented

to include rate states. There are now 16 navigation error

variables in the community. Member 2 has four errors: x position

and velocity errors, and clock phase and clock frequency errors.

Members 3 and 4 each have six errors: x and y position and

velocity errors, and clock phase and clock frequency errors. The

truth models for the rate states are simple random walks. The

positional and phase states are integrals of the related rates.

Inital values of the positional and clock phase errors are set

randomly to 1 km standard deviation. Initial values of the

velocity and clock frequency errors are set randomly to 0.5 m/sec

standard deviation. These initial values are representative of

INS positional and velocity errors. The clock errors have again

been assumed to be of the same level of significance as the

inertial errors. The random walk rate states all have variance
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parameter of (0.017 m/sec) 2/sec. This level of noise provides a

crude model of the effect of the Schuler oscillations on the

velocity errors of the inertial systems. Clock frequency noise

is at the same level of significance.

The time of arrival measurements again have an additive

random error of 10 m standard deviation. The broadcast time

slots are as before as shown in Fig. 3.6.

All four members are considered primary members, so all

measurements taken by all members will be shared. The simulation

neglects any lag between taking a measurement and broadcasting

the measurement.

The optimal filter implementation has 16 state variables

that match the state variables in the truth model. The initial

covariance matrix is diagonal with positional or clock phase

variances set to (1 km) 2 and velocity or clock frequency

2variances set to (0.5 m/sec) . The filter has correct values for

the driving noise and measurement noise statistics.

The performance of the optimal filter is shown in Figs. 4,1,

4.2, 4.3. The estimation error is rapidly reduced to very small

levels. By the end of the first cycle of measurements at t=12

all positional variables have been estimated to an accuracy of

the order of the noise in the time of arrival measurements (10

im). By the end of the second cycle some progress has been made

in reducing the velocity errors.

Each suboptimal filter implementation deletes the rate

states of the other members. The suboptimal filter of member 2

has 10 states (x2,vx2,t2,f2; x3,y3,t3; x4,y4,t4). The suboptimal

70



TL

sjoaaa lava Z aaqu*X ;o al"M149 TWMTido T- -

I0,-

do-I

e0.

00 0



0.045 I

0.050.04 F4-
0.03 F 1-

-•0.02 z4
0.01

S0.00

2-0-024

-0.03

1 -0.04

cr-I

I A

0.0 "

* 10 20 30 40 70 60 SO

- -0.2

-0.4 -4

TtME (sEc)

Fig. 4,1 Opt 11 Estimate of Member 2 East Errors

71



3.02 •

o.10 211!, 9
I 00

r7
-. 03

-0.04 V

0.94rI

_,-0. 0-?

0 10r 20 30 4-3 50 1 0 70 830 9
,, -0.2

"-0.4

I "I

TIME (SEC)

Fig, 4.2 Optimal Estimatc -i Member 3 Zast Errors

72



0.05

0.04

0.03

0.02 y

T~0.01

0.20

-- 0.01.

o-0.02
-0.0

-0.04

-0.05 I, I I

1.0

0.9F

~-0.6

~0.2

S0.0 70 E3 I I

10 20 30 40 50 60 70 0

-0.2

-0.4 ....

TIME' (SEC)

Fig. 4.3 Optimal Estimate of Member 4 East Errors

73

------------8"•--



filter of member 3 has 11 states (x3,y3,vx3,vy3,t3,f3; x2,t2;

x4,y4,t4). The suboptimal filter of member 4 has 11 states

(x4,y4,vx4,vy4,t4,f4; x2,t2; x3,y3,t3). The absenece of a rate

state is compensated for by adding a driving noise in the related

positional or clock error state. The variance parameter of the

resulting random walk model is set to (10 m) /sec. The resulting

standard deviation of the random walk at 400 sec is 200 meters,

which matches the level of the increased position error due to a

constant 0.5 m/sec velocity error.

The performances of the suboptimal filters are shown in

Figs. 4.4, 4.5, and 4.6. The performances are again excellent,

coming close to the optimal filter performance. The suboptimal

filters take somewhat longer to converge to positional accuracy

of 10 m, but they do achieve that level. Velocity convergence

also is somewhat slower, but again the steady state accuracy is

of the same order as that of the optimal filter. For both the

position estimates and the velocity estimates the filter computed

uncertainties are in good agreement with the single case error

traces. Deleting the rate states of the others appears to have

little effect on estimating ones own errors.

4.4 Measurement Sharing Conclusions

The proposed measurement sharing organization has excellent

performance characteristics. Member estimates of their own

errors approach the theoretical optimal. Positions and clock

errors are successfully estimated in one or two cycles of

measurements. The accuracy is at the level of the measurement
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noise.

The measurement sharing organization decouples the

estimation processes of the members. Should one member's filter

be poorly implemented and be producing bad estimates, this will

4 have no effect on the estimates of other members. Similarly

there is no possibility of an instability similar to the

interaction instability of ownstate democratic organizations.

To limit the navigation message traffic to acceptable levels

it is necessary to introduce the concept of primary members and

limit measurement sharing to these members. Further research is

needed to explore the necessary number of primary members. Net

management rules t'or dropping a primary member and introducing aI

new primary member need to be explored.

A more precise estimate of the number of bits to be

transmitted needs to be worked out. The issue of whether or not

reset information must be broadcast must be considered.

The measurement sharing approach simplifies the source

seleution logic. There is no need for the covariance based

hierarchy source selection logic.

The number of measurement types is reduced. There is only

one time of arrival measurement type. Compare this with the

current JTIDS baseline software, with its geodetic update type

and relative grid update type. Also there is no need for the

JTIDS grid offset measurement type, which has two components.

A suboptimal filter can be implemented in each member,

deleting the rate states of the other mn.ters - Perf[rmance is

nearly optimal, according to our 2-D low state small number of
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members simulations. These performance tests should be repeated

in a 3-D simulator with more state variables in the truth and

filter models and with more members.
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CHAPTER 5

JTIDSiGPS/INS INTEGRATION

In Section 2.3 we reviewed the jTIDS/GPS/INS integration

literature. The CNPI study conducted by Draper Lab and the

MFBARS studies conducted by ITT and TRW concentrated on hardware

integration issues. There has also been some qualitative

discussion in the literature of the functional and performance

benefits that may be realized with integration of JTIDS, GPS, and

INS data. In this chapter, Section 5.1 discusses further these

functional and performance benefits. Section 5.2 discusses the

additions and changes required to the network data transmissions

and to the member software to obtainthe desired benefits.

Section 5.3 comments on the tradeoffs between improved

performance and system complexity.

5.1 Benefits of JTIDS/GPS/INS Integration

GPS]INS Integration. First we review some of the benefits

of GPS and INS data integration. A GPS receiver can operate very

well without an inertial system prcovided it is operating in a low

dynamic environment. But if it is to be used in a high dynamic

environment such as in a tactical aircraft, then optima1.

integration with an inertial system becomes highly desireable if

not essential. Some of the integrated functions and benefits

are:
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1. Dead reckoning. The tracking of the GPS signals from the

satellites can be broken due to jamming or due to wing shadowing

of the line of sight from the antenna to a satellite. During

loss of GPS tracking, the inertial system provides a dead

reckoning capability, which accurately follows the vehicle

maneuvers. Navigation accuracy continues to be quite good for a

moderate period of time.

2. Reacquisition aiding. The inertial indicated position

and velocity is used to aid the GPS signal search algorithm.

With the significantly smaller position/velocity uncertainty than

would be the case without inertial data, the search algorithm

reacquires the GPS signals faster.

3. Tracking aiding. During tracking, inertial aiding of the

tracking loops permits narrower tracking loop bandwidths. This

improves the jamming rejection ability of the system.

4. Antenna beam pointing. The inertial indicated attitude

can be used to point the beams of a phased array antenna. By

permitting the use of high gain antennas, additional jamming

protection is achieved.

5. Sequential receiver aiding. The availability of inertial

position and velocity data relaxes the requirement for

simultaneous tracking of the code from four satellites to obtain

a fix. A sinale receiver channel can be time shared among the

satellites being tracked.

"JTIDS/INS Integration. In the case of JTIDS and INS data

integration, some of the functions and benefits are the
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following:

1. Dead reckoning. The inertial system again provides a

dead reckoning capability. This can maintain the JTIDS relative

navigation accuracy during a brief period of loss of signal or

poor measurement geometry. The provision for loss of signal is

not as essential a function as in the case of GPS/INS navigation

because of the higher JTIDS signal strength. On the other hand

JTIDS Relnav accuracy can suffer from significant geometric

dilution of precision. If poor geometry occurs only for a short

period of time, then the inertial dead reckoning capaoility

provides accurate navigation during this period.

2. Sequential measurement processing. Even with good signal

tracking and good measurement geometry, the inertial data makes

possible more accurate relative navigation. The position

messages received from the various members of the community occur

at different instants. The inertial data is at the heart of the

interpolation and extrapolation needed to reconcile these

asynchronous measurements.

3. Inertial error estimating. The inertial navigation of a

member planning to leave the net benefits from the estimation of

the INS errors by its Kalman filter during net operations. More

accurate inertial navigation is possible after leaving the net.

JTIDS/GPS/INS Integration. In addition to the above

benefits of inertial integration with GPS or JTIDS receivers,

there are significant benefits to integrating Lhe data from all

three systems. Some cC the benefits are from GPS aiding the
8
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JTIDS functions and some are from JTIDS aiding GPS functions.

In the GPS aiding JTIDS category, a basic benefit is:

1. Relative grid stabilization. A few GPS equipped members

can act as geodetic position references for the JTIDS network.

This can anchor the relative navigation grid, provided the dead

reckoning errors of the navigation controller are properly

modeled.

If JTIDS net time is synchronized to GPS time and if all GPS

equipped members know this then some additional benefits are

possible:

2. Net entry aiding. A GPS equipped unit can enter the

JTIDS net faster because net time is known.

3. Passive relative navigation. A GPS equipped unit at the

fringe of the JTIDS community can maintain radio silence and

still do accurate relative ranging and navigation. Round trip

timing is not needed to resolve the fundamental time/distance

ambiguity.

4. Relative navigation accuracy improvement. Similarly the

general relative navigation accuracy throughout the community

might improve somewhat because the measurement innovations are

concentrated on position fixing rather than spread between

position and time fixing.

Some of the benefits of JTIDS aiding GPS func,:ions are the

following:

1. Geodetic navigation during jamming. Reception of the

relatively weak GPS satellite signals is more susceptible to

jamming than the reception of the shorter range JTIDS signals.

84



There are likely to be target areas where jamming denies GPS

reception. In these areas accurate geodetic navigation can be

maintained by the members, provided the grid is anchored by GPS

equipped members outside the jammed area.

2. Reacquisition aiding. When a GPS equipped member emerges

from the jammed area, reacquisition of the GPS signal can be

rapid because the receiver need only search a relatively small

pseudorange and pseudorange rate space. If the period of jamming

is brief, the inertial aiding alone would be sufficient to

provide this benefit. But if the period of jamming is long, the

pure inertial errors and the GPS receiver clock errors would

grow, so the JTIDS relaying of geodetic information becomes

important. If the clock error is as significant as the inertial

error, then the GPS/JTIDS time synchronization information is

als-o important.

3. Non-coherent tracking support. Accurate GPS navigation

is based in part on knowing the exact satellite positions and

satellite clock errors. Normally this data is obtained from the

data modulation on the GPS signal. However to decode this data

modulation the receiver must be able to maintain carrier tracking

in the phase locked Costas loop. In a jamming environment,

carrier tracking (and therefore the data demodulation) is lost

before code tracking is lost. Transferring the needed GPS

satellite data over the JTIDS link may permit GPS operation in

the code tracking only mode (non coherent mode) in regions where

data demodulation is impossible.

4. Geodetic navigation with all members partially jammed.
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In the absence of jamming, OPS navigation i~s tased on tracK-Ina

the four satellites that have the best geometry. with some

jamming present, some of the best geometry satellites may be

denied, in which ease an alternate quadruple is selected and

somewhat lower accuracy will result. With more jamming, the iser

may be reduced to tracking only three satellites. A geodetic

navigqation tin is still possible if known altitude (ships) or

measured altitude (aircraft) is also used. in the case of usin;

barometric rather than radar altimeter data, the altitude

accuracy is low and this may cause a significant degradation in

the horizontal accuracy as well. if the j4amming is such that

only two or one satellites can be tracked, then a position fix is

no longer possible.

Now suppose that all GPS members are partially Jammed but

thcee members can each track a pair of satellites. Each of these

three can compute a geodetic line or position using the two

pseudorange plus altitude data. If 'these three members share

their computed lines of position and if there 'is good horizon~tal

relative navigation, then in theory there is sufficient

information to fix the origin and orientation of the relat:ve

navigation grid. This is illustrated in Figure 5.1. it is

necessary that all three lines of position not be parallel. This

condition is satisfied if the li:nes or position are not based on.

the same pair of satellites.

Note to make a useful contribution, a member must be able to

trc na r "a;1 ý~ A single satellite measurement i

useless to other members because of the unknown and unobservable
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veceiver clock error.

The paper by Rome, Reilly, and Ward (Ref. 23) includes the

suggestion that GPS measurement sharing can make possible

geodetIc fixing of the relative grid even if only the same two

GPS satellites are tracked by three or more members. No accuracy

analysis is presented in support of this suggestion. We belie're

the accuracy would be so poor as to be useless. The method

relies on the lines of position (at the different members) having

different azimuths. Not discussed is the fact that members must

be widely separated in order for these azimuths to be

significantly different. Since the member separation is small

compared with the distance to the satellites, the azimuths will

not he very different and the grid fix accuracy will be very

poor.

DIRECTION TO

A'SAT(LLITC *2

:, 1 2 \ /
S~\ /

Fig. 5.1 Relative Grid Geodetic Fix by Shared
GPS Lines of Position
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5.2 AppLroaches to Data Integration

To accomplish full JTIDS/GPS/INS integration requires

hardwaie and software moditications. ' dware integration has

been studied by Draper Lab, ITT, and TRW. in this subsection we

discuss some of the software requirements. Changes or additions

are required both in the data tcansmitted on the JTIDS net and in

the processing of the data and measurements by the individual

members.

GPS/INS Integration. First we review some of the software

features of an integrated GPS/INS navigation system. At the

heart of an optimally integrated system is a Kalman filter that

estimates the inertial navigation errors and other state

variables using the selected GPS measurements. A typical set of

state variables to be estimated by the Kalman filter is shown in

Table 5.1.

Table 5.1 GPS/INS Filter States

INS geodetic position error 3
INS geodetic velocity error 3
INS geodetic misalignment 3
Altimeter error 1
GPS receiver clock phase error 1
CPS receiver clock frequency error 1

Total state variables 12

If long periods without GPS are expected or if the inertial

system is of low quality, then cdditional INS states may be

beneficial. The designer might add one vertical acceleration

error state and two or three gyro drift rate states.
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There are three neasurement types processed by the filter:

1. GPS pseudorange. A GPS pseudorange measurement is

incorporated by first forming the difference between the

measurement and the a priori estimate of the measurement, which

is based in part on the inertial indicated position and the

filter estimate of the inertial position error. in terms of the

filter state variables, the difference is a m!tinction of the

errors in the estimates of inertial position error and CPS

receiver clock phase error.

2. GPS pseudorange rate. Similarly a GPS pseudorange rate

measurement is differenced with the a priori estimate of the

measurement. Tn terms of filter state variables, this difference

is a function of the errors in the estimates of inertial velocity

error and GPS receiver clock frequenzy error.

3. Altimeter. An altimeter measurement is incorporated also

as a difference measurement. The a priori estimate of the

measurement is formed from the inertial indicated altitude and

the filter estimates of the inertial altitude error and the

altimeter error. In terms of filter state variables, the

difference is a function of the errors in the estimates of

inertial altitude error and altimeter error. In some systems the

altimeter data may be directly blended with the inertial data

within the inertial navigation equations. This is a non optimnal

utilization of the data. One settles for this configuration when

there is an operational requirement that a 3table baro-inertial

navigation capability be maintlined independent . .f the .....

of the Kalman filter.
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The GPS system, as currently planned, will have 18

satellites in orbit. A good fraction of these will be visible at

any time above the local horizon. Since only four pseudorange

measurements are required to obtain a position/time fix,

neasuremenC selection logic selects the four satellites that can

most help reduce the navigation errors. The algorithms used are

typically based on a static position fix error analysis which

provides the geometric dilution of precision (GDOP).

JTIDS/INS Integration. Kalman filter software is also used

for the intercation of JTIDS and INS data. A typical JTIDS/INS

filter, designed to operate in an ownstate community

organization, might estimate the states shown in Table 5.2.

Table 5.2 JTIDS/INS Filter States

INS geodetic horiz. position error 2
INS geodetic horiz. velocity error 2
INS geodetic misalignment 3
JTIDS receiver clock phase error 1
JTIDS receiver clock frequency error 1
Relative grid origin position error 2
Relative grid origin velocity error 2
Relative grid azimuth error 1

Total state variaules 14

Note that INS altitude and vertical velocity errors and

altimeter error are not estimated. These are normally

unobservable errors because of the normally nearly horizontal

JTIDS measurement geometry. The vertical channel of the inertial

navigation equations must be stabilized using the barometric

altimeter data. A convrntional constant gain third order
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mechanization can blend the baro and inertial data. Little or no

performance benefit can be expected by adding the vertical

channel error states to the filter and by incorporation the

altimeter data through the filter.

To obtain a more accurate calibration o-f the inertial

navigation sources of error in anticipation of leaving the JTIDS

network, the designer may ch ose to add two or three gyro drift

rate states to the filter state vector. Three gyro drift state

are included in the Hughes JTIDS/IN1S filter design (Ref. 18).

Note, in a filter designed for an ownstate organization,

there are no states associated with the positional and time

errors of the other active members, except for the relative grid

error states which are related to the navigation controller

geodetic errors. These grid states are needed to permit dual

grid navigation.

There are four measurement incorporation types utilized by

the Hughes JTIDS/INS filter (Ref. 18):

1. JTIDS grid pseudorange. This is the basic relative

navigation measurement incorporation in which a source with good

quality grid position serves to improve the user knowledge of

grid position. A grid pseudorange measurement is one where the

JTIDS measured time of arrival is differenced with an a priori

estimate of the TOA that is computed from the source grid

position in the P message and the internal estimate of own grid

position and grid time. In terms of filter state variables, the

difference is a function of the errors in the estimates of

inertial position error, grid origin position error, and JTIDS
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receiver clock phase error. It is also a function of the grid

position and time errors of the source, but since these are not

states in the filter their effect is modeled as an additive

random error wi.th variance related to the relative positio..

quality word and the time quality w'ord in the P message.

2. JTIDS geodetic pseudorange. This is an alternate way of

processing the same physical time of arrival measurement. A

source having good quality geodetic information serveJ to imprc-:r

the user knowledge of geodetic position. A geodetic pseudorange

measurement is one where the measured time of arrival is

differenced with an a priori estimate of the TOA that is computed

from the source geodetic position and the internal estimate of

own geodetic position and time. In terms of filter states, this

difference is a function of the errors in the estimnates of the

inertial position error and the JTIDS receiver clock phase error.

it is also a function of the error in the geodetic position and

the error in the time of the source, but since these are not

states in the filter they are modeled as an additive random error

of variance related to the geodetic position quality word and the

time quality word.

3. JTIDS grid/geodetic offset. This type provides a means

of transferring from the source to the user information about the

relative grid to geodetic transformation. A grid/geodetic offset

measurement is not directly related to any measured time of

arrival. It is computed from the source geodetic position

transformed through the internal estimate of own grid/geodetic

transformation and the source grid position. The offset is a
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horizontal vector with two components.

4. JTIDS round trip timing. A round trip timing measurement

serves to update the estimate of the receiver clock error.

It is interesting to note that there is fundamentally only

one physical measurement type in the JTIES community, namely

Spseudorange [time of arrival). Navigation based on measurement

sharino would use only one measurement incorporation type. This

would be the difference between a measured pseudorange and the a

priori estimate of the pseudorange. The state vector of the

filter would include all the horizontal position and clock error

states of all pritary members of the community. In terms of the

filter state variables, the pseudorange difference measurement

would be a function of the errors in the estimates of the

inertial position errors and clock phase errors of both the

source and the receiver of the measurement.

The measurement selection logic in ownstate JTIDS/INS

navigation software is complicated. The hierarchy rules

concerning who may use measurements off of whom are imbedded in

the logic. The number of possible measurement incorporations may

be quite large not only because there may be many active members

but also because there are the three different ways of

constructing measurements from a single time of arrival and

position message event. The measurement selection l;gic must

"screen all these possibilities and and select subsets that will

in do the most to improve the navigation estimates. Multiple

criteria are used in the Hughes logic. These test the ability of

a possible measurement incorporation to improve the accuracy of:
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grid level position, geodetic level position, vertical position,

"time, and grid azimuth.

:TIDS/CPS/:NS inteqrtior. We now discuss the changes or

additions required to achieve full integration of the JTIDS, GPS,

and INS data.

Among the hardwa:e changes, we assume a timing line :s

provided between the GPS receiver clock and the JTIDS receiver

clock so that the clock difference can be observed precisely.

in discussing network and software changes, we assume that

the ownstate organization concept is being retained.

First we discuss the impact on the network data

transmissions. The JTIDS position message format already

provides for the source geodetic position estimate and its

"* quality. The present format is adequate to accomplish the

propagation of GPS derived geodetic information throughout the

network. This facilitates the relative grid stabilization, the

- geodetic navigation during jamming, and the GPS reacquisition

aiding.

in order to achieve the benefits associated with

synchronized GPS and JTIDS timL-, GPS equipped members must know

that the synchronization exists. First consider the case where

the net time controller is GPS equipped and actively maintains

JTIDS time in sync with GPS time. If this is known to a GPS

equipped user before net entry, then GPS time can be used tr-

achieve faster net entry. If it is not known in advance, then

4I JTIDS net entry is accomplished in the normal way. The net time
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controller should broadcast the syncronization fact so that user3

who did not know of this in advance learn of it after net entr%'.

A more general organization would allow for the possitlity"

that the JTIDS time controller is not GPS equipped and can not

maintain JTIDS time ir. sync with GPS time. In this case the CPS

equipped members might estimate the time offset of the two

systems and would transmit the offset estimate and its error

variance (a quality word) for the benefit of other GPS equipped

members. The benefits for GPS equipped members include possible

passive relative navigation at the fringe of the community, a

aeneral relative navigation accuracy improvement, and improved

GPS reacquisition aiding.

GPS satellite data messages may be added to the netwotk to

facilitate continued GPS navigation in the non coherent mode in

moderately jammed regions.

GPS lines of position can be added to the network to

facilitate geodetic position fixing in the partially jammed

situation where no member has succeeded in obtaining by itself a

GPS fix. To specify a line of position requires three parameters

such as the longitude and latitude of one point on the line plus

the azimuth of the line. A quality word for the line must also

be sent. It would be related to the satellite pair geometry,

pseudorange measurement accuracy, and altimeter accuracy. An

alternate organization would transmit the raw pair of pseLdorange

measurements plus the altimeter measurement plus the altimeter

quality. This eliminates some of the computation burden from the

source member and shifts it to any user member that chooses to
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incirporate A line of Position measurement tye.

Now we discuss the impact of oll inteoration -on the

software cif the indiv:dual members. At the heart of the

navigation software of each member will be a Kalman fi:ter. The

filter pr:>vides the optimal time varying combination of the

dissimilar data from the J¶IDS, IPS, and INS subsystems. Ti7e

varying rather than constant gains are needed because of the time

varyina JTfDS ani GPS measurement ceometries and because of

varying measuremernt availability such as due to jamming or due to7

members joining or leav.ing the network.

Krieqsman and Stonestreet 'Ref. 212 mrlefly discuss the

possibiiit'Y that sonarate OPS/INS and JT>DS/'NS filters miuht be

maintained, w.th their outputs combined in some way. An

advantaqe of this approach nin:t be that the existing software of

these currently developed configuraticns might be useable without

significant modification. Disadvantages are that redundant

states must be carried in both I-ilters, t:.e INS must interact

with two filters, and special filter updates must be defined to

transfer geodetic and time information from the GPS fil-er to the

JTIDS filter, all ot which increase the software complexity and

tax the computer resources. The authors recommend imnlementing a

single integrated filter.

An additional disadvantage of the two filter approach, not

discussed by Kriegsman and Stonestreet, is that additional

special filter updates must be defined to transfer JTIDS relayed

geodetic fix information to the GPS filter to obtain the benefits

noted for the GPS jammed environment. Also Pot discussed is the
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fundamental fact that the two filter mechanization is not the

optimal estimator. Performance will be dezr~ded compared "wth

the performance off the single optimol estimator. These

additional considerations furthur suppoHz the choice of a si-:ýe

integrated JTIDS/GPS/INS filter rather than the patching toqetner

of a JTIDS/.NS filter and a GPS/INS filter.

An integrated JTIDS/GPS/INS f•lter night model and estimate

the states shown in Table 5.3. This set of state variýables is

essentially the same as the set suggested by Kriegsman and

Stonestreet (Ref. 21). The filter states do not include two

states related to the JTIDS net time controller clock phase and

frequency errors relative to GPS time. It is assumed that the

JTTDS/GPS time offset can be estimated in a direct -manner witý,.out

adding states to the filter.

Table 5.3 JTIDS/GPS/INS Filter States

INS geodetic position error 3
TINS geodetic velocity error 3
INS geodetic misalignment 3
Altimeter error I
eGPS receiver clock phase error
OPS receiver clock frequency error 1-
JTIDS receiver clock phase error 1
JTIDS receiver clock fraquency e or 1
Relative grid origin position error 2
Relative grid origin velocity ertror 2
Relative grid azimuth error 1

Total state variables 19

The measurement types to be processed by the integrated

Kalman filter include those found in a GPS/INS filter plus those

found in a JTIDS/INS filter plus pcSsibly a shared GPS line of

position measurement. A typical set is shown in Table 5.4.
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Taole 5.4 Measurements enotoae byfle

3PS pse udorange
oPs zse-jdorange rate
A'.time ter

7r::ýsg ;ri -ons edo rana e
---Seoeic pseudo ran e

7:::S zrid/geodetic offset :2 zompcnents"
CTIDS round trip timino
:S'ared GPS line of Co icr'

A shared zIPS line of positi_4. .neasurement would be

incorporated cy t fe tilter in the :f.Žowinc say. rme t

computes the dsiplacement of the measured, ine of nos•n.t.......

the a orio:i estimated line of cositionn This a prior- estcnate

is constructe: frc, m the source indicated relative grif horizzn a2

position and the iser estimaze of the grid geodetic

transformation. In terms of filter state variables, the

displacement (measurement residual; is a function of the errors

in the estimates of arid origin and orientation. The line of

position error tdue to source ZPS pseudorange error ano oeCmetrv

and a'timeter error' is treated as an additive ran-om• error o:

variance related to the quality word.

Practical measurement selection logic will probab'y uti'ize

the present 025 logic plus the present JT:DS logic without

significant modification to either. An availa.le shared 3P2 line

of position would be utilized if the u~ser has b1een unab-le to fix

the geodetic location and orientation of the relative -rid by arv

other method.

5.3 Complexity/Performance Tradeoffs
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It is evident that to achieve all of the pcssible benefits

of fýill jTIDS and GPS data integration there is a significant

increase in the quantity of the jata traffic between members and

in the complei.Jty of the member software. The designers of the

network and the system software must conduct tradeoff studies zo

determine whether or not each added complicetion brings a

sufficiently significant benefit. :n some cases accuracy:

analysis or simulation is needed to quantify some of the

performance benefits.

The abilizy to share geodetic information is already

included in the JTIDS network data and member software. The

performance benefits from using this capability secm significant

enough, so this should be retained.

To obtain the benefits of JTIDS time being synchronized to

GPS time, a small message must be added to the network stating

the time offset. Members must have a hardwired timing line

connecting their CPS and JTIDS clock functions. Software

additions are needed to handle the timing information. The

benefits are sufficiently worthwhile to justify these increases

in complexity.

To snare the GPS :atellite data messages will add a

significant amount of data traffic to the network. The benefit

of continued GPS code tracking long after carrier tracking has

been lost due to jamming may not be judged worth the traffic.

To share GPS lines of position may not add a great amount to

the network data traffic. But it does increase the member

software complexity in the Kalman filter and in the measurement
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selection logic. It seems to us that the benefit is not great

because the only situation where this sharing is useful is in the

unlikely event that no two GPS equipped members car, get a GPS fix

and yet three members can each track pairs of satellites.

Because of the poor benefit to complexity ratio we recommend that

sharing of GPS lines of position not be implemented.
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CHAPTER 6

JTIDS/GPS/INS SIMULATOR

While much insight can be obtained with a two dimensional

simulator with low order error models and few members, for a

convincing demonstration of the community performance one needs a

simulator with much higher fidelity. This chapter provides a

summary of the design and capabilities of the M.I.T.

JTIDS/GPS/INS simulator, developed to support this research.

6.1 Simulator Design

The simulator is capable of modeling as many as 12 members

in the community. At present these are all aircraft. Realistic

mission scenarios can be simulated, including typical aircraft

trajectories. The simulator is three dimensional and includes a

curved earth model. The navigation equipment in each aircraft

includes JTIDS receiver, GPS receiver, inertial measurement unit,

barometric altimeter, and navigation computer. The simulator is

capable of demonstrating either JTIDS/INS relative navigation or

integrated JTIDS/GPS/INS dual grid relative and geodetic

navigation.

Before undertaking the development of the simulator, we

explored the availability and suitability of other JTIDS

navigation simulators. One approach considered was to obtain,

modify, and use the Dynamics Research Corporation JTIDS Relnav
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simulator. The development of this 5imulator has been sponsored

by the Naval Air Development Center. Unfortunately the Navy felt

it was prenrature to release a preliminary version of this

simulator to M.I.T.

We next explored the availability and suitability of the

Hughes/Inteimetrics JTIDS Relnav simulator. The Hughes effort

has been sponsored by the Air Force. Hughes and the Air Force

were willbng to have M.I.T. utilize the simulator. We obtained

the simulator documentation and Fortran source code from the

JTIDS Joint Program Office. We determined that the trajectory

generator would be directly applicable to our work with some

modification. The balance of the simulator was less applicable

to our purposes. The Hughes/Intermetrics simulator is designed

in part for a different purpose than navigation research and

analysis. It faithfully simulates the high data rate traffic

between the inertial system and the JTIDS terminal. The

simulator can be used in a laboratory environment to drive an

actual JTIDS terminal to check out the operational computer

program. As a result of the necessary simulation complexity and

short time steps, the simulator is costly to operate. For

navigation research and analysis we require a simulation that is

less costly to operate. We decided therefore to utilize the

trajectory generator as a starting point but not attempt to

utilize the balance of the simulator source code.

Some of the modifications to the Hughes/Intermetrics

trajectory generator are the following: The inertial navigation

system simulations have been removed from the trajectory
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generator. We have moved this function to the navigation

aimulation so as to permit closed loop resetting of the

navigation variables by the Kalman filters. The random time slot

assignments have been eliminated. We are willing to assume that

3i1 assiqned times occur on integer seconds. The trajectory daca

for each member is synchronized on the integer seconds. The high

frequency at which trajectory data was provided has been

eliminsted. We have no requirement to provide high frequency

inputs to an inertial navigation function. The rate at which we

record trajectory data is one community data set per second. We

have eliminated the ellipsoidal earth model and are using a

spherical earth model. All of the design simplifications

discussed above are thought to have no essential effect on the

ability of the simulator to make realistic predictions of the

actual JTIDS/GPS/INS navigation errors.

A second trajectory generator program haz Deer, developed to

provide GPS satellite positions. The present capability provides

four GPS satellites that provide good measurement geometry.

The navigation portion of the simulation operates on the

precomputed member and satellite trajectories. It simulates the

member inertial navigation errors. It generates simulated

measurements and mimics the processing of the measurements by the

data processors of each member. Output records are written on

the disc for later editing, printing, or plotting.

One simplifying assumption is that all broadcast and

measurement events occur at integer seconds. This avoids the

need for interpolation between trajectory data points. Another
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"simnlifying assumption is that all member data processors are

* infinitely fast. Thus for example the member who is about to

broadcast is able to incorporate any measurements that were taken

at the last integer second, read its INS indicated position at

the broadcast time, update the Kalman filter state to the

broadcast time, and include current estimate and variance data in

the broadcast position message. This assumption greatly

simplifies the simulation logical flow. There is no need to

simulate a lagging filter process.

To simulate the inertial navigation, INS error equations

have been implemented. This permits longer time steps than the

alternate approach of directly simulating the inertial navigation

by whole value integration of the high dynamic specific force.

The INS error equations implemented are from the Widnall and

Grundy inertial navigation error models report (Ref. 31). A

local level, rather than stcapdown, mechanization is assumed.

The simulator implements the current JTIDS ownstate

organization with estimate sharing, rather than an organization

based on measurement sharing. We have relied on a JTIDS software

specification by Hughes (Ref. 32) for details on the definition

of the relative grid, navigation controller constraints, position

message content, covariance based hierarchy source selection

logic, and JTIDS measurement processing.

We have designed a Kalman filter for integrating the JTIDS,

GPS, end local level INS data. The ownstate community

organization is retained. To avoid nonlinear difficulties with

JTIDS time of arrival measurements at short range between
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members, we have implemented the Gaussian second order filter

equations jRef. 33). These equations deweight short range

measurements by increasing the assumed variance of the

measurement as a function of the range and the positional

uncertainty. The biasing effect of the nonlinearity is also

compensated.

We have implemented the Bierman UDU' factored version of the

IKalman filter measurement incorporation algorithm (Ref. 34). The

Bierman algorithm splits the error covariance matrix P into

factors U, D, and U transpose. D Is a diagonal matrix. U is an

upper triangular matrix with ones on the diagonal. Measurement

incorporations updating U and D avoid the numerical difficulties

experienced with Kalman's original algorithm. To evaluate filter

performance, we require the filter computed one sigma values of

the estimation errors. These are obtained as square roots of

elements or combinations of elements of the covariance matrix P.

Accord'ngcy the P matrix is reformed from its U and D factors

after the measurement incorporations. Covariance time updating

is done in terms of the P matrix. The P matrix is refactored

before incorporating the next set of measurements.

The simulator has been programmed in Fortran and runs on a

Digital Equipment Corp. VAX 11/780 digital computer with VMS

] (virtual memory) operating system. The navigation simulation

segment has been carefully implemented with a coherent subroutine

structure to make it easier to understand, easier to test, and

easier to modify. At least 50% of the lines in the source code

are comment lines. An introductory set of comments in each
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subroutine states the subroutine function and lists the inputs

and outputs.

There are no preprogrammed input statements to the

simulator. We have found it to be straightforward to use the

powerful file storage and text editing capability of the DEC VAX

system to modify mission event parameters, number of members,

etc. in a copy of the source code, then recompile the altered

subroutines, link with the unaltered compiled programs, and run.

The overall structure of the navigation simulation is shown

in Table 6.1. The indentation indicates which programs are

called by which. For example NAVSIM calls ENITAL and MAINLP;

INITAL calls INITTR, INITDP, and OUTPUT; INITTR calls FRSREC:

etc.

NAVSIM is the main program of the navigation simulation. It

"calls two subroutines, INITAL the initialization routine and

MAINLP the main loop of the simulation.

INITAL first calls INITTR, which sets the parameters and

initial values in the truth models. FRSREC reads in the first

records to be used from the aircraft and satellite trajectory

files. INITDP sets the parameters and initial values in the

member data processor simulations. UDUFAC takes a covariance

matrix and splits it into the Bierman UDU' factors.

OUTPUT supervises the outputting of the estimation errors

and filter indicated one sigma values. It calls OUTDAT which

supervises the outputting of data for a single member. OUTEVE

writes an output record identifying the event, if any. OUTGEO

writes an output record of the geodetic navigation errors and the
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"Table 6.1 Subroutine StructuL. Qf Navigation Simulator

NAVSIM - Navigation simulator main program
INITAL - Initialization

INITTR - Initialize truth models
FRSREC - Read first trajectory record

INITDP - Initialize data proccssor simulations
UDUFAC - UDUI factorization of covariance matrix

OUTPUT - Output results for all members
OUTDAT - Output data for one member

OUTEVE - Output event record
OUTGEO - Output geo. errors and filter sigmas
OUTGRD - Output rel. grid errors aM sigmas

RELCAL - Est. rel. posn. and sigma. calcs.
TRUREL - True relative position

MAINLP - Main loop
NEXTDT - Determine time of next event

NEXREC - Read next trajectory record
TRUTH - Truth models

TRUTUP - Truth models time update
EGPSUP - External GPS errors update
INSTUP - INS errors update
JTDTUP - JTIDS clock errors update
GPSTUP - GPS clock errors update
TRUGRD - True rel. grid origin and orientation

TRUMES - True measurements
JTDM.ES - JTIDS, time of arrival measurement
RTTMES - Round trip timing measurement
CGPSMES - GPS pseudorange measurement
BARMES - Barometric altimeter measurement

DPSIMS - Member data processor simulations
KFTIME - Kalman filter time update

DPPHI - Data processor state transition matrix
DPQMAT - Data processor driving noise Q matrix
KFTUP - Kalman filter state and P matrix update

UDUFAC - UDU' factorization routine
PMESSG - Position message
SORSEL - Source selection logic
OUTDAT - Output data for one member
KFMEAS - Kalman filter measurement incorporation

-BARRES -Barometric altimeter meas. residual
RTTRES - Round trip ti-ning meas. residual
GPSRES - GPS measuremant residual
GEORES - TOA geodetic meas. residual

GEOSOF - Geo. TOA 2nd order filter eqs.
GRDRES - TOA relative grid meas. residual

GRDSOF - Grid TOA 2nd order filter eqs.
MESINC - UDU' measurement incorporation
KFMSNC - KFMEAS nay. controller constraints

RTTREQ - Round trip timing request
RESETS - INS and clock error resets

OUTPUT - Output results for all members
OUTDAT - Output data for one member
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filter computed geodetic sigmas. OUTGRD writes an output record

of the relative navigation errors and the filter computed

relative sigmas. The computation of these relative data are

complex since the relative navigation is implicitly imbedded in

differences between geodetic position estimates of the member's

position and the grid origin position. Two subroutines support

these calculations: PELCAL provides the member's estimate of the

relative position and the relative sigmas. TRUREL provides the

true relative position.

MAINLP calls three subroutines. NEXTDT determines the time

of the next event, such as a JTIDS broadcast. The simulation

will step to the time of the next event. TRUTH updates the truth

models (actual navigation errors) and provides the actual

measurements. DPSIMS provides the member data processor

simulations.

NEXREC, called by NEXTDT, finds the next trajectory records

to be used. These records correspond to the time of the next

event.

TRUTH calls two subroutines. TRUTUP supervises the timie

updating of the truth models. TRUMES supervises the preparation

of the actual measurements.

TRUTUP calls five subroutines. FGPSUP is the external GPS

errors time update. INSTUP is the inertial navigation system

errors time update. JTDTUP is the JTIDS clock errors time

update. GPSTUP is the GPS receiver clock errors time update.

TRUGRD calculates the true geodetic position of the origin of the

Relnav grid from the true geodetic position of the navigation
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cuntroller plus the indicated relztive position of the navigation

controller and the true grid azimuth (beta angle).

TRUMES calls four subroutines. JTDMES provides the 1TIDS

time of arrival measurements obtained by each member. RTTMES

provides round trip timing measurements. GPSMES provides GPS

pseudo range measurements for any member to the four GPS

satellites. BARMES provides barometric altimeter measurements.

The current version of the simulator does not include GPS

pseudorange rate measurements. The effect of this omission on

navigation accuracy is small.

DPSIMS simulates the navigation software in the data

processors of the members. It calls seven subroutines. KFTIME

is the Kalman filter time update to the current event time.

PMESSG prepares the position message of the broadcaster (if any).

SORSEL is the measurement source selection logic which accepts or

rejects available time of arrival measurements according to the

current JTIDS covariance based hierarchy. OUTDAT outputs filter

performance data, here just before measurement incorporations.

KFMEAS is the Kalman filter measurement incorporation routine.

RTTREQ is the round trip timing request logic. RESETS implements

the resetting of the inertial and clock variables as a function

of the Kalman filter estimates.

KFTIME calls three subroutines. DPPHI calculates the data

processor ialman filter state transition matrix (phi matrix).

DPQMAT calculates the data processer Kalman filter driving noise

covariance matrix (Q matrix). KFTUP completes the Kalman filter

Lime update, advancing the filter estimates and the covariance
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matrices P using the Phi and Q matrices. UDUFAC is again called

to factor the resulting P matrices.

KFMEAS calls seven subroutines. Five of these process the

different measurement types, calculating the residual, setting

the measurement gradient vector, and setting the measurement

variance. The residual is the difference between the physical

imeasurement and the filter predicted measurement. BARRES forms a

barometric altimeter measurement residual and related data.

RTTRES forms a round trip timing residual and related data.

GPSRES forms a GPS pseudorange residual and related data.

GEORES forms a geodetic time of arrival residual and related

data. Here the predicted TOA measurement is based on the source

and user best estimates of geodetic position. GEOSOF implements

the geodetic second order filter corrections to the residual and

the measurement variance to compensate for the nonlinear

elongation of the measured range. GRDRES forms a Relnav grid

time of arrival residual and related data. Here the predicted

TOA measurement is based on the source's indicated relative

position and the user's indicated relative position, which is

implicit in terms of own geodetic position and grid origin

geodetic position. GRDSOF implements the grid second order

filter corrections to the residual and variance.

The JTIDS grid/geodetic offset measurement type is not

implemented in the current version of the simulator. Simulation

results show that the omission of this measurement type is

significant. This measurement type therefore should be added.

MESINC implements the Bierman measurement incorporation
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algorithm. It operates on the measurement residual, measurement

gradient vector, and measurement variance to update the filter

estimate and associated U and D factors of the error covariance

matrix.

KFMSNC is a subroutine called by KFMEAS if the member is the

navigation controller. It enforces the navigation controller

constraint that requires that the indicated relative poFition of

the navigation controller be continuous even when the nay.

controller updates its estimates of INS geodetic position,

velocity, and alignment errors. This requires adjusting the grid

origin geodetic position, velocity, and azimuth estimates as a

function of the changes to the navigation controller's own

geodetic position, velocity, and alignment error estimates.

Following all measurement incorporations, KFMEAS reforms the

P matrix by multiplying the U, D, and U transpose factors.

RTTREQ sets up a round trip timing request if the filter

computed JTIDS clock phase error variance is a factor of 1.414

higher than the additive random error in a RTT measurement. The

R'"T event will take place at the next integer second.

RESETS resets the inertial variables and the JTIDS clock

variables in response to nonzero filter estimates of the errors.

Both the truth model errors and the filter estimates of the

errors are changed at the same time point. At present, resets

* are applied only to the vertical channel variables of the

inertial system and to the JTIDS clock variables.

OUTPUT is called at the end of the main loop to output the

performance data after the measurement incorporations but before
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the next time update.

6.2 Truth Models of Sources of Error

The simulation navigation performance results are strongly

related to models selected to represent the important sources of

error. This section summarizes these simulator truth models.

The inertinl navigation error model represents a local level

three axis inertial system using the error dynamic equations from

the Widnall/Grundy report (Ref. 31). The basic nine state

variables and their initial one sigma values are

Error state Initial 1 sigma value

Latitude error 1 km
Longitude error 1 km
Altitude error 200 in
East velocity error 1 m/s
North velocity error I m/s
11p velocity error 1 M/s
Tilt about east 0.5 arc min
Tilt about north 0.5 arc min
Azimuth error 1 millirad

The angular velocity error components, including gyro drift

r-ates, are modeled as exponentially correlated first order- Marko':

random processes. Similarly the acceleration measurement error

components, due to accelerometer error and gravity model error,

are modeled as first order Markov processes. The initial and

steady state one sigma values and the correlation times of these

processes are

Error state One sigma Correlation time

Gyro drift east 0.01S deg/hr 1 hr
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Gyro drift north 0.015 deg/hr 1 hr
Gyro drift up 0.015 decj/hr I hr
Accel. error east 50 micro g 1 hr
Accel. error north 50 micro g 1 hr

The JTIDS clock error model has a first order Markov process

for frequency error and the phase error is the integral of

frequency error. The initial one sigma phase error and the

initial and steady state one sigma frequency error and

correlation time are

Error state One sigma Correlation time

JTIDS clock phase 0.1 milli sec N.A.
JTIDS clock freq. I E-8 sec/sec 2 hr

The simulated JTIDS time of arrival measurements all have a scale

factor error due to uncompensated atmospheric retardation of 50

parts per million. In addition there is an additive random error

of 30 nano sec (10 m) one sigma. A round trip timing measurement

has half the variance of a TOA measurement.

Atmos. delay 50 ppm of range
JTIDS TOA meas. noise 30 n sec (10 m) one sig
JTIDS RTT meas. noise 21 n sec (7 m) one sig

The GPS receiver clock error model is similar to the JTIDS

clock error model

Error state One sigma Correlation time

GPS clock phase 0.1 milli sec N.A.
GPS clock freq. 1 E-8 sec/sec 2 hr

The pseudo range measurement from each of the four GPS satellitas
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is modeled as having a first order Markov error due to sources of

error external to the receiver. External error sources can

include satellite clock, satellite ephemeris, ionospheric

retardation, and tropospheric retardation compensation errors.

The model parameters are

Error state One sigma Correlation time

GPS external error 2 m 0.5 hr

The GPS receiver pseudorange tracking error is modeled as an

additive random error in the measurements of 2 m one sigma.

GPS meas. noise 2 m one sigma

The barometric altimeter error model includes a scale factor

error of 3% due to nonstandard day tempurature, a zero setting

error of 50 m, a variation in height of a constant pressure

surface of 0.2 meters/km it- both the east and north direction,

and an additive random noise of 3 meters one sigma

Baro scale factor 0.03
Zero setting 50 m
Weather slope east 0.2 m/km
Weather slope north 0.2r m/km
Baro noise 3 m one sigma

6.3 Kalman Filter Models of Sources of Error

The Kalman filter implements an error state formulation.

The most significant errors of the subsystems are included in the

filter state. The choice of state variables is always a
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compromise between model fidelity (many states) and filter

practicality (fewer states). Our design for an integrated

JTIDS/GPS/INS filter has the following 19 state variables:

1. INS longitude error
2. INS latitude error
3. INS altitude error
4. INS velocity error east
5. INS velocity error north
6. INS velocity error up
7. INS misalignment east
8. INS misalignment north
9. INS misalignment up

10. Barometric altimeter error
11. JTIDS clock phase error relative to net time ref.
12. JTIDS clock frequency error relative to NTR
13. JTIDS grid origin posn. error U
14. JTIDS grid origin posn. error V
15. JTIDS grid origin vel. error U
16. JTIDS grid origin vel. error V
17. JTIDS grid alignment (beta) error
18. GPS clock phase error
19. GPS clock frequency error

The initial estimate of these navigation errors is zero.

The initial value of the estimation error covariance matrix P is

non zero on the main diagonal. The square roots of these

diagonal entries are the one sigma values of the initial

estimation errors. These are

State Initial one sigma est. err.

Latitude, longitude 1 km
Altitude 200 m
Velocity east, north, up 1 m/sec
Tip about east, north 0.5 arc min
Azimuth error 1 milli rad
Barometric altimeter 200 m
JTIDS rel. clock phase 0.1414 milli sec
JTIDS rel. clock freq. 1.414 E-8 sec/sec
Grid origin posn. u, v I km
Grid orientation 1 milli rad
GPS clock phase 0.1 milli sec
GPS clock frequency 1 E-8 sec/sec

115



If the member is the net time reference, a geodetic position

reference, or a ground station, then special initialization is

required. If the member is the net time reference, then the

JTIDS relative clock phase and frequency variance is set to zero.

If the member is a geodetic position reference, then the INS

position, velocity, and alignment variances (9) are set to zero.

If the member is a ground station, then the INS horizontal

position (not altitude), velocity (3), and alignment variances

_I (3) are set to zero.

The Kalman filter state transition matrix is block diagonal.

The driving noise vector covariance matrix Q is diagonal. The

j dynamics of the inercial navigation errors are represented in the

Ai first nine by nine block of the state transition matrix. The

elements are based on the same inertial navigation error model

used in the simulation truth model. The Kalman filter model for

inertial errors does not include gyro drift states or

acceleration error states, so the effects of these errors are

modeled as uncorrelated state driving noises. The spectral

density of the white noises driving the three velocity error

states has been set to

Nve, Nvn, Nvz (50 micro g) * 800 sec

These noises add a random walk component to the velocity errors.

After 800 sec, the variance of the random walk matches the

velocity variance thatr would have been caused by a 50 micro g
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bias acceleration error. The alignment error states are

similarly driven by white noises. Their densities are

2
Nepse, Nepsn, Nepsz (0.015 deg/hr) * 800 sec

This noise density causes a random walk component in the

alignment errors (epsilons) who variance at 800 sec is the same

as if there were a 0.015 deg/hr gyro drift rate.

The barometric altimeter error is modeled as an

exponentially correlated first order Markov process. The state

transition matrix uses the assumed correlation time of the error,

which is

Tauba 1.25 hr

The spectral density of the white noise driving the baro error

state is the level required to maintain the RMS amplitude of the

stochastic process at the initial one sigma value of 200 m. This

value is a function of the desired RMS level and the correlation

time.

"Nhb 2(200 m) 2/Tauba

The JTIDS relative clock phase error is modeled as the

integral of the relative frequency error which is modeled as an

exponentially correlated first order Markov process. The filter

model parameters are
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TauJTD 2 hr 2
NJTDf 4(l E-8) /TauJTD

Note the factor of 4 rather than 2. The relative error is the

difference between the member's clock absolute error and the net

time reference clock absolute error. The variance of this

difference is double the variance of either error.

The grid origin position errors are modeled as being the

integrals of the grid origin velocity errors, which are modeled

as a random walks. The spectral density of the white noises

driving these random walks is

2
Nrgvu, Nrgvv (I m/sec) / (21 min)

The grid origin errors are related to the inertial navigation

errors of the navigation controller. This level of noise density

matches the shift in grid velocity error due to one quarter cycle

of a Schuler oscillation (21 min) of a 1 m/sec INS velocity

error. The grid orientation error is modeled as a random walk

driven by a white noise of density

2
Nrgb (0.015 deg) / (2 hr)

This matches the azimuth error change in the navigation

controller due due a 0.015 deg/hr gyro drift rate acting for 1

hr.

The GPS receiver clock error model has the same parameters

as in the truth model. The clock frequency error correlation
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time and driving noise density are

TauGPS 2 hr 2
NGPSf 2(1 E-8) /TauGPS

The Kalman filter uses several types of measurements to

update its state vector estimate. The filter measurement

incorporations require an assumed value for the variance of the

additive random error in the measurement. The following values

are assumed for the variances of the baro noise, the JTIDS TOA

noise, the GPS pseudorange noise, and the JTIDS RTT noise:

Fbarvr (3 M)
Fatmsd 50 parts per iillion
FJTDvr (30 nano sec)
FGPSvr (2 M)
FRTTvr FJTDvr / 2

The parameter Fatmsd is the assumed one sigma value of the

atmospheric delay affecting the JTIDS TOA measurements. An

adcdtional increment of variance is assumed for the TOA

measurements equal to the square of the one sigma atmospheric

delay tactor times the estimated range.

6.4 Simulator Running Speed

Many cases have been run using the siiulator. The

performance results are reported and analyzed in Chapters 7 and

8. We are pleased that the simulator has proved to be economical

to operate.

For example, in a two member simulation with neither member

using GPS measurements, the simulation required 9% of real time.

That is, each 100 sec of flight time required 9 sec of computer
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time.

In a four member simulation with one member processing GFS

measurements, the simulation required 38% of real time.

The time required seems to be proportional to the square of

t.,e number of members. The number of JTIDS time of arrival

measurements to be processed each JTIDS net cycle also grows as

the square of the number of members. It appears that the

preparation of the simulated measurements and/or the execution of

the Kalman measurement incorporation equations are dominating the

consumption of computer time.
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CHAPTER 7

JTIDS/INS SIMULATION RESULTS

7.1 Baseline Simaulation Conditions

A series of simulations have been run using the M.I.T.

simulator to explore the performance characteristics of JTIDS/INS

relative navigation. No member has access to accurate geodetic

information, such as could be obtained with a GPS receiver. The

simulations explore the effect on performance of several

variations in conditions. Unless otherwise stated, the baseline

conditions are as summarized in this section.

The community organization has a single navigation

controller who is also the time master. There is no secondary

controller, such as an end of baseline member. The navigation

controller is always member 1.

Additional members beyond the navigation controller are all

designated primary members. This means among other things that

they may use active round trip timing whenever their computed

relative clock uncertainty exceeds a tight threshhold.

The organization is a covariance based hierarchy.

The Kalman filters include the Gaussian quadratic protection

for the nonlinear elongation of the measured range.

The data processor algorithms simulation is carried out in

single precision.

The time slot assignments are such that all members
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broadca&st once per 12 sec cycle.

Some of the simulations have only two members, the

navigation controller plus one other. Other simulations have

four members, the navigation controller plus three others.

Different trajectories are flown. The dynamics are that of

flying aircraft or hovering helicopters. In all of the

trajectories, the members are flying at the same constant

altitude.

7.2 Trajectory Effect on Performance

Several different trajectories have been flown to illustrate

the effect of the trajectory on the relative navigation

performance.

A two member boomerang shaped ground track trajectory is

shown in Fig. 7.1. The navigation controller is hovering and

member 2 initially is flying directly at the nay. controller

(member 1) from the east. Member 2 turns north just before the

navigation controller and flies straight north.

For the two member boomerang trajectory, the relative

navigation results for member 2 are shown in Fig. 7.2. The

relative position estimation error and the filter computed

uncertainty (one sigma error) are plotted. Both the plus one

sigma value and the minus one sigma value are plotted to form a

symmetric band about zero error. The two horizontal components

of relative position error are plotted. The U axis is nominally

east. The V axis is nominally north. The actual orientation of

these axes depends on the value of the azimuth alignment error of
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"the navigation controller inertial navigator..

The initial uncertainty of both components is computed to be

1400 meters. Recall the estimated relative position is the

difference between the estimated geodetic position of the member

and the estimated geodetic position of the relative grid origin.

The initial covariance matrix assumes these errors are

uncorrelated and each has a 1000 m uncertainty. The initial

uncertainty of the relative position is the root sum square of

these two uncertainties.

Member 2, being to the east, has good geometry, for measuring

easterly (U) relative position. After the first time of arrival

measurement and round trip timing measurement, the U uncertainty

has been reduced to about 200 m. Subsequent measurements reduce

"the computed uncertainty at 50 sec .o about 180 m but the actual

U error is about 200 m. The reason the filter is not even more

optimistic about its accuracy is that the Gaussian quadratic

equations protect the estimation process from divergence due to

the nonlinear elongation of the measured time of arrival. Note

there is no improvement in the knowledge of north :V) relative

position during this initial period flying in from the east.

Member 2 is turning north ac about 80 sec. The northerly

(V) relative position is soon accurately estimated. Both the

actual V error and the computed uncertainty are reduced to the

order of 10 m. The easterly (U) error, however, gradually grows

to about 300 m in n30 sec. Evidently the filter was unable to

reduce significantly the initial 1.4 m/sec east relative velocity

error during the initial inbound portion of the trajectory.
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In the two member tear drop trajectory shown in Fig. 7.3,

member 2 again approaches from the east and turns north. But

then it turns southeast. The relative navigation results of

member 2 are shown in Fig. 7.4. Up until the turn to the

southeast, the results are similar to those of the boomerang

"trajectory. After the turn to the southeast at about 150 sec,

the easterly relative accuracy improves, reaching the level of 10

-m by 300 sec. The northerly accuracy deteriorates to about 80 m

in the last 150 sec, a rate of about 0.5 m/sec. The filter was

somewhat successful at reducing the initial northerly 1.4 m/sec

relative velocity error.

In the two member fly around trajectory shown in Fig. 7.5,

member 2 does a U turn around the hovering navigation controller.

The relative navigation performance results are shown in Fig.

7.6. The results are similar to those of the tear drop

trajectory. About 15 m accuracy is eventually achieved along the

line of sight and the cross range accuracy deteriorates at about

0.5 m/sec.

The four member crossing trajectory !ýhown in Fig. 7.7 is

designed to give high angular velocities of the lines of sight.

Members start at the corners of a 20 km square, flying in

ctraight lines toward the center of the initial square (actually

a little left of center). They all cross each other, crossing a

few kilometers behind the member who had been coming from ones

left. The relative navigation results for members 2, 3. and 4

are shown in Figs. 7.8. 7.9, and 7.10. The final accuracies are

not as good as with the previous trajectories. Member 2 has a
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200 m northerly uncertainty at the end, which is growing at 1.4

m/sec. Apparently the rapid pass behind the navigation

controller did not last long enought to reduce the initial

northerly relative velocity error. Member 3 has easterly and

northerly errors both growing rapidly at about the same rate.

Member 4 errors are similar to those of member 2, but with the

roles of U and V reversed.

7.3 Round Trip Timing Effect on Performance

The two member fly around trajectory of Fig. 7.5 has been

repeated but with round trip timing not allowed. The perfmance

results, shown in Fig. 7.11, may be compared with the performance

with round trip timing, which were shown in Fig. 7.6. Without

RTfl, on the inbound leg the member is not able to resolve its

distance/time ambiguity. Not until the line of sight starts

rotating noticeably does the easterly error come down. After

flying around the navigation controller both components of error

have been reduced to the order of 100 m. On the outbound leg

these errors grow to about 200 m. This is significantly worse

than with RTT. With RTT, at the end tne along range error was

about 15 m and the cross range error was about 80 r

7.4 Democratic Organization Performance

In Chapter 3, using a simple two dimensional simulation with

very few state variables in either the truth model or the filter

models, we demonstrated that the democratic o. 1 ,ization without

round trip timing can be unstable. Recall the democratic
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organization is one where all time of arrival measurements are

incorporated by the filter regardless of the reported accuracy of

the source. It is of interest to demonstrate the instability of

the democratic organization using our high fidelity simulator.

The trajectories of a four member community are shown in

Fig. 7.12. The four members are flying north in formation

maintaining constant separation at the corners of a 20 km square.

The JTIDS source selection logic is disabled so that all time of

arrival measurements are accepted as relative position updates.

The use of the same measurements as geodetic updates has been

inhibited. Also round trip timing has been inhibited. The

relative navigation performance results for members 2, 3, and 4

are shown in Figs. 7.13, 7.14, and 7.15. The actual single case

estimation errors are wildly unstable with errors as large as 6

or 8 km within 600 sec. The ownstate filter computed

uncertainties are totally unaware of this instability. As more

measurements are processed, the filters believe the accuracy is

getting better and better.

The simulation has been repeated, but with round trip timing

enabled. The results are shown in Figs. 7.16, 7.17, and 7.18.

RTT seems to stop the oscillatory instability. However with the

democratic organization the computed uncertainties again become

very optimistic. With no relative motion, there is no way for

the community to discover the orientation of the square.

Relative position normal to the line of sight to the navigation

controller is unobservable (even for a centralized all

measurements optimal estimator). This lack of observability is

I
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evident in the single case estimation errors. And yet t'e

ovnstate filter computed uncertainties are gradualiy going to

zero.

7.5 Nonlinear Protection Effect on Performance

Our Kalman filter design includes the Gaussian quadratic

equations for protecting the filter from the effects of the

nonlinear elongation of the measured time of arrival

measurements. To show the importance of this design feature, we

have run simulations with and without this protection.

A four member scenario was run with trajectories as shown in

Fig. 7.19. This is similar to the previous trajectory except

that there is some relative motion due to member two not flying

in formation with the others. In theory this motion of member 2

provides observabtiity. The relative navigation results with the

nonlinear protection are shown in Figs. 7.20, 7.21, and 7.22.

The results without the nonlinear protection are shown in Figs.

7.23, 7.24, and 7.25. With the nonliiiear protection, the actual

estimation errors are somewhat smaller and the filter computed

uncertainties are in good agreement sith the estimation errors.

Without the nonlinear protection, the filters have optimistic

computations of the uncertainties and the actual errors are

larger. Filter divergence is most noticeable in the case of the

easterly error of member 4.

Another pair of runs has been generated using the two member

tear drop trajectory, previously shown in Fig. 7.3. The results

with the nonlinear protection Pre shown in Fig. 7.26. The
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results without the nonlinear protection are shown in Fig. 7.27.

Again the nonlinear protection serves to prevent filter

divergence.

Note the run with the nonlinear protection is not identical

to the run shown earlier in Fig. 7.4. The difference is that

here we have overriden the random number generator that sets the

initial estimation errors and we have set the initial northerly

relative error at 1400 m. This assures that the single cast will

exhibit nonlinear effects.

7.6 Measuremcnt Noise Effect on Performance

It is of interest to know what effect reducing the

measurement noise wouldý have on performance. The baseline values

for the measurement noises that we have been using in the

simulator are 10 Im and 7 m one sigma for the time of arrival

noise and the round trip timing noise. Both the truth model and

the filter model have assumed these levels. We have run some

simulations with these noise levels reduced by a factor of 10,

both in the truth model and in the filter model. The result,

which at first was surprising to us, was that reducing the noise

level had no noticeable effect on the performance.

After puzzling over these data for a while, we realized that

the dominant source of the poor relative navigation accuracy was

not the measurement noise. More significant sources of poor

accuracy seem to be the single navigation controller method of

grid setting, the low relative motion in some trajectories, and

the measurement nonlinearity.
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If one did not need to protect the estimation process from

the effect of measurement nonlinearity, then the level of the

measurement noises would be an important consideration. in the

last section we showed that without the nonlinear protection the

filter computed uncertainties do come down somewhat. We have

rerun the four member low observability trajectory of Fig. 7.19,

again without the nonlinear protection, but in addition with the

measurement noises reduced by a factor of ten in both the truth

model and the filter model. The results are shown in Figs. 7.28,

7.29, and 7.30. The filter computed uncertainties are further

noticeably reduced.

The simulation results also show more severe filter

divergence due to the neglected nonlinearity of the measurements.

This is generally true, that nonlinear effects are more important

when the measurement noise is small.

7.7 Filter Numerical Precision Effect

In the dual grid implementation of the JTIDS navigation

software, the position in the geodetic grid is explicitly

estimated, but the position in the relative grid is implicitly

estimated. Relative position states do not appear in the Kalman

filter. When an indication of relative position is wanted, it is

obtained by differencing the estimated geodetic position and the

estimated grid origin geodetic position. The uncertainties in

geodetic position may be of the order of several kilometers. The

uncertainties in telatlve position may be of the order of tens of

meters. which is two or three orders of magnitude better. These
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relationships are carried in the error covariance matrix. A

consequence of this differencing of the two geodetic estimates

with their highly correlated large errors is that the error

covariance matrix is nearly singular. Therefore one must check

to be sure that filter numerical precision is adequate.

We have generated two runs, one with single precision filter

computations and one with double precision filter computations.

Or. the computer being used to run the Fortran simulator, single

precision has about 7 decimal digits of accuracy and double

precision has about 16 digits accuracy. In each run, the four

member trajectory of Fig. 7.19 was used. Table 7.1 shows some of

the numerical results. The results are essentially the same.

However the estimation errors and the filter computed

uncertainties of the two cases differ in the second or third

digit.

Table 7.1 Filter Precision Effect, Member 2
TI Relative Position Error

7 Digit Precision 16 Digit Precision
Time True Filter Comp. True Filter Comp.

Error Sigma Error Sigma(s) (in) (in) Cm) (m)

0 -995.74 1414.23 -995.74 1414.23
2 -0.76 13.85 -0.76 13.83

13 -16.23 21.48 -16.23 21.46
52 -46.94 61-03 -47.00 60.97
58 -159.28 49.01 -161.26 48.91

We concluded that single precision was adequate f-r our

simulation work. However the designers of flight software should

consider carefully the effect of any shorter word length in the

available flight computer.
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7.8 JTIDS/INS Performance Conclusions

The effect of various trajectories on relative navigation

accuracy was explored. All cases had a single navigation

controller. It is important that there be relative motion

between members providing angular velocity of the lines of sight.

With round trip timing a member can quickly determine its range

from the navigation controller. The initial accuracy is limited

by nonlinear effects if the range is close and the cross ranqe

uncertainty is large. With angular velocity of the line of sight

to the navigation controller, a member eventually estimates its

other component of relative position. If the line of sight

returns to the original direction, nonlinear limitations on

accuracy are overcome and the positional accuracy along the line

of sight is of the order of the 1P m noise in the time of arrival

measurements. Generally members were not able to significantly

reduce their initial relative velocity errors, so cross range

accuracy deteriorates noticeably when the direction to the

navigation controller stops changing.

In some of the trajectories the navigation controller was

not moving. This did not seem to prevent the other members from

determining their relative position. If members did not have

inertial systems, there would bc an azimuth ambiguity with a

fixed navigation controller. But with well aligned inertial

systems, the members are able to determine their relative

direction from the navigation controller.

In none of the trajectories examined could members
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simultaneously fix both components of norizontal position to the

level of 10 m accuracy. A possible conclusion is that two

navigation controllers (end of baseline concept) are needed to

achieve accurate relative navigation.

Round trip timing has a significant beneficial effect on

relative navigation accuracy. This was demonstrated with a two

member trajectory comparing the performance with and without RTT.

With RTT the initial along range position can be determined.

Without RTT no component of position is determined until there is

significant variation in the line of sight to the navigation

controller. With RTT the member has some success at estimating

both components of relative velocity. As a result good

navigation accuracy is held longer after the line of sight stops

changing. Without RTT the member had no success at estimating

relative velocity. Both components of position error at the end

are growing at the rate of the initial relative velocity error.

A simulation with a democratic organization of four members

and without round trip timing was shown to be wildly unstable.

When RTT was added, the instability was eliminated. The ownstate

filters still had hopelessly optimistic computed uncertainties.

The Gaussian quadratic equations, for protecting the filiar

from the effect of the nonlinear elongation of the time of

arrival measurements, have been shown to be important for

preventing filter divergence.

The I0 m. a.d I m one sigma noises in the time of arrival and

round trip timing measurements are not signiftcant contributors

to the relative navigation error. The more important sources of
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error seem to be the single navigation controller method of

establishing the relative navigation grid, the low angular

ielocities of the lines of sight on some trajectories, and the

measurement nonlinearity. If nonlinearity were not a significant

problem, then the measurement noise would be a significant source

of error. Other methods of grid setting, such as the end of

baseline method can eliminate nonlinear difficulties. Under

these organizations, the measurement noise level would be

important.

1he effect of filter precision was explored. There was a

difference in numerical results observed in the second or third

digit comparing a single precision run and a double precision

run. Single precision accuracy here had 7 decimal digits. The

sensitivity to precision is due to the way that relative

navigation is carried implicitly as the difference between

qeodetic position estimates. Some flight computers, with single

precision accuracy less than our 7 digits, may have to implement

the Kalman filter in double precision.
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CHAPTER 8

JTIDS/GPS/INS/SIMULATION RESULTS

8.1 One Meraber G'S EquiPped

Two runs have been generated showing navigation performance

with some members having a GPS receiver in addition to the JTIDS

receiver and inertial system. In both of these runs the

trajectory is the four member low observability trajectory in

which member 2 angles out from the initial square (Fig. 7.19).

In the first run only member 1 is GPS equipped. In the second

run both member 1 and member 2 are GPS equipped.

There are four GPS satellites providing excellent geometry.

The azimuths and elevations of the satellites at the beginning

and end of the 330 sec simulations, as seen from one reference

point in the community, are

Time Satellite Azimuth Elevation
(sec) (deg) (deg)

0 1 32.8 14.4
2 18.1 87.0
3 -146.5 19.1
4 129.3 7.1

300 1 33.1 12.4
2 14.2 84.3
3 -145.2 21.2
4 130.1 5.5

With only the navigation controller (member 1) being GPS

equipped, the community geodetic navigation results are shown in

Figs. 8.1 through 8.4.
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Fig. 8.1 is for the navigation controller. The excellent

navigation accuracy provided by GPS is shown. Easterly and

northerly geodetic position errors are only 3 to 5 meters. The

filter computed uncertainty of 2 m is somewhat optimistic. This

discrepancy is due to the external GPS errors (satellite clock,

satellite ephemeris, ionospheric retardation, and tropospheric

"retardation) which are not modeled in the Kalman filter state.

The simulation incorporates a set of four measurements once

each 12 sec cycle. No pseudorange rate measurements are

simulated. An actual GPS navigator processing measurements more

often and also using pseudorange rate measurements can be

expected to have slightly better accuracy.

To be able to show the expanded scale, the processing on the

first set of four measurements is not plotted. This initial fix

reduced the initial 1000 m error down to the levels shown. After

the second fix, the velocity also is accurately known, so the

sawtooth amplitude is reduced.

As soon as maember 1 has fixed its own geodetic position it

can assist others in determining their geodetic positions. The

results for members 2, 3, and 4 at first seem disappointing,

until one realizes that they can do no better than their ability

to determine their relative position. Thus we see geodetic

navigation errors in some components of 200 m or more.

At the same time that the members are trying to determine

their geodetic position, they are also implicitly trying to

determine their relative grid position (dual grid concept). Time

of arrival measurements are being processed both as geodetic

1$i0
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4ipddtes and relative grid updates, following the ccvariance based

hierarchy logic of JTIDS. The relative navigation results for

members 2, 3, and 4 are shown in Figs. 8.5, 9.6, and 8.7. The

results are similar to the geodetic results.

8.2 Two Members GPS Equipped

Tne geodetic navigacion capability of the community is

enocmously improvcd if tao memter3 are GPS equipped and are

tracking. In this sacond simulation, members 1 and 2 are GPS

equipped. The geodetic navigation results for 311 members are

shown in Figs. 8.8 through 8.11. Both members 1 and 2 have the

excellent accuracy associated with GPS. Members 3 an6 4 ate able

to fix their own positions from the ZTIDS measurements off of

members 1 and 2. The accuracy of their fixes is limited by the

10 m one sigma tine of arrival noise plus any geometric dilution

of precision.

The relative navigation results are shown in Figs. 8.12,

8.13, and 8.14. The surprising result shown is that the

navigation accuracy in the relative grid is much worse than the

navigation accuracy in the geodetic grid. How can this be?

The explanation is that in the current version of the

simulator we have not yet implementad the grid offset measurement

type. The grid offset measurement is not a physical measurement

but is prepared from data in the JTIDS position message. Using

both the geodetic position and the relative position reported by

a souice, one can update ones own estimate of the location of the

origin of the relative grid. Without this pseudo measurement,
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members 2, 3, and 4 in our simulation never successfully

estimated the location of the origin of the relative grid, so

they were unable to convert their accurate knowledge of geodetic

position into accurate knowledge of relative position.

8.3 JTIDS/GPS/INS Performance Conclusions

The simulations show that a commnunify with two GPS equipped

members will have excellent geodetic navigation accuracy. The

accuracy will be limited by the JTIDS measurement noise and the

geometric diluition of precision.

Accurate position in the relative grid should follow. If

every member knows their own geodetic position to 10 or 20 m

accuracy, then they should also know their positions relative to

each other to the same level of accuracy. With the ownstate

formulation, to achieve this one must nave a grid offset pseudo

measurement type.

If only one member is GPS equipped, chen the community

geodetic accuracy is no better tnan the usual relative navigation

accuracy. Relative motion is required to provide observability

and measurement nonlinearily limits the accuracy that can be

obtained.

198



CHAPTER 9

CONCLUSIONS AND RECOMMENDATIONS

9.1 Stability of Decentralized Navigation

We have made significant progress in understanding the

stability of the ownstate organization of the decentralized

' naviqation problem. The prior work of others reported in the

liteLature was largely based on simulations. It was gene:ally

agreed that democratic organizations had a tendency to be

unstable. The covariance based hierarchy was proposed to prevent

instability. In evaluating simulaticns of covarianced based

hierarchies, different authors have reached different

conclusions. Some authors claim the covariance based hierarchy

is stable and other authors say it is unstable. Lacking has been

an analytic (as opposed to simulation) approach to understanding

and proving stability.

We have succeeded in proving analytically the stability of

one particular form of ownstate organization, namely the fixed

rank hierarchy. The community errors are stable if the

individual member ownstate filters are stable with respect to

their suboptimal model. Sufficient conditions fou individual

filter stability are controllability of the suboptimal state by

the assumed driving noises and observability of the suboptimal

state. Controllability is built in by the filter designer.
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Observability depends on the available measurements and thetr

tire varying geometry. For some members observability may depend

on there being motion or on being allowed to use round trip

timing.

The disadvantage of the fixed rank hierarchy is that there

is no way of assigning fixed ranks that will be good for all

missions. We gave a four member example in which for a certain

assignment of the rankings each member had the necessary

obsarvability. The community navigation solution was guaranteed

stable. But for an alternate assignment of the rankings, two cf

the members failed to have the necessary observability.

Stability could not be guaranteed.

The covariance based hierarchy overcomes the disadvantage of

the fixed rank hierarchy, assuring information from members witn

accurate navigation will propagate throughout the community.

However it is not clear that this organization can be proven

stable. Rank reversals can occur because after processing many

measurements from supposedly more accurate sources, a member will

believe it now has better accuracy than one or more of its

previous sources. The role of source and user then reverses.

Thus c:osed loop information paths do exist. It seems reasonable

to predict that if the rank reversals occur infrequently relative

to the settlinq times of the individual filters, then the

community will be stable. But if the rank reversals are frequent

and the settling times of the filters are large, then the

community might be umistable.

Furthur research is needed to establish the conditions under
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which the covariance based hierarchy can be guaranteed stable.

It may be necessary to enforce some rules concerning the

allowable rate of rank reversals.

9.2 Navigation Based on Measurement Sharing

We have proposed an alternative to the ownstate organization

of the community navigation problem. We call this navigation

based on measurement sharing.

The proposed measurement sharing organization has excellent

performance characteristics. Member estimates of their own

"errors approach the theoretical optimal. Positions and clock

errors are successfully estimated in one or two cycles of

measurements. The accuracy is at the level of the measurement

noise.

The measurement sharing organization decouples the

estimation processes of the members. Should one member's filter

be poorly implemented and be producing bad estimates, this will

have no effect on the estimates of other members. Similarly

there is no possibility of an instability similar to the

interaction instability of ownstate democratic organizations.

To limit the navigation message traffic to acceptable levels

it is necessary to introduce the concept of primary members and

limit measurement sharing to these members. Further research is

needed to explore the necessary number of primary members. Net

management rules for dropping a primary member and introducing a

new primary member need to be explored.

A more precise estimate of the number of bits to be
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transmitted needs to be worked out. The issue of whether or not

reset information must be broadcast must be considered.

The measurement sharing approach simplifies the source

selection logic. There is no need for the covariance based

hierarchy source selection logic.

The number of measurement types is reduced. There is only

one time of arrival measurement type. Compare this with the

cutrent JTIDS baseline s(, tware, with its geodetic update type

end relative grid update type. Also there is no need for the

JTIDS grid offset measurement type, which has two components. J
A suboptimal filter zan be implemented in each member,

deleting the rate states of the other members. Performance is

nearly optimal, according to our 2-D low state small number of

members simulations. These performance tests should be repeated

in a 3-D sim.ulator with more state variables in the truth and

filter rsodt-s and with more members.

9.3 JTIDS/GPS/INS Integration

Another objective of our research has been t'i explore the

integration of JTIDS, GPS, and INS data. We reviewed the

benefits of JTIDS/CPS/INS integration. We discussed the changes

needed to the communication traffic and to the member software.

It is evident that to achieve all of the possible benefits

of full JTIDS and GPS data integration there is a significant

increase in the quantity of tlie data traffic between members and

in the complexity of the member software. The designers of the

network and the system software must conduct tradeoff studies to
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determine whether or not each added complication brings a

sufficiently significant benefit. In some cases accuracy

analysis or simulation is needed to quantify some of the

performance benefits. From our own assessment of the costs and

benefits, we have made some recommendations.

The ability to share geodetic information is already

included in the JTIDS network data and member software. The

performance benefits from using this capability seem significart

enough, so this should be retained.

To obtain the benefits uf JTTDS time being synchronized to

GPS time, a small message must be added to the network stating

the time offset. Members must have a hardwired timing line

connecting their GPS and JTIDS clock functions. Software

additions are needed to handle the timing information. The

benefits are sufficiently worthwhile to justify these increases

in complexity.

To share the GPS satellite data messages will add a

significant amount of data traffic to the network. The benefit

of continued GPS code tracking long after carrier tracking has

been lost due to jamming may not be judged worth the traffic.

To share GPS lines of position may not add a great amount to

the network data traffic. But it does increase the member

softwar,- complexity in the Kalman filter and in the measurement

selection logic. It seams to us that the benefit is not great

because the only situation where this sharing is useful is in the

unlikely event that no two GPS equipped members can get a GPS fix

and yet three members can each track pairs of satellites.
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Because of the poor benefit to complexity ratio we recommend that

shariag of GPS lines of position not be implemented.

A key element in the member software is the Kalman filter.

We designed a 19 state Kalman filter to integrate the JTTDS, GPS,

INS, and barometric altimeter data. The Bierman UDU' factored

algorithm was used to incorporate the measurements. We have

added software protection for the nonlinear elongation of the

measured times of arrival. This protection is based on Gaussian

quadratic nonlinear filter theory. This protection is important

for JTIDS because of the possible close ranges and moderately

large estimation errors. Further development work is needed to

simplify the protection equations for use in the flight

computers.

tn practical integrated navigation system design, an

important design requirement is to prevent failures of one data

source from corrupting what would otherwise be a good navigation

- solution based on the other data sourcas. For example in the

design of integrated JTIDS/GPS;,INS navigation systems one should

ensure that a JTIDS data failure does not prevent GPS/INS

navigation, and that a GPS data failure does not prevent

JTIDS/INS navigation. What method of data integration can meet

this partitioning requirement? Given sufficient computer

capacity, a straightforward mechanization is to run three Kalman

filters. One is the JTIDS/INS filter. The second is the GPS/INS

filter. The third is the fully integrated JTIDS/GIS/INS filter.

However it the available computer resources do not permit this

solution, perhaps an alternate approach can be developed. Would
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it be possible to run two filters (the JTIDS/INS filter and the

GPS/INS filter) and combine their estimates with an algorithm

requiring less computer time than that of a third Kalman filter?

Ideally the estimates from such an algorithm would be

theoretically equivalent to that of the optimal filter. This is

an important topic for future research.

9.4 Performance Simulations

We have developed a faithful simulation of integrated

j•i JTIDS/GPS/INS navigation. The simulator has been carefully

designed to provide accurate predictions of navigation

performance while not requiring excessive computer time. The

simulator is implemented in Fortlan. Careful attention was

devoted to partitioning the simulation into separate functional

subroutines, using the principles of top-down structured

programming. Approximately half of the lines of source code are

comment lines.

The JTIDS ownstate organization with covariance base]

hierarchy is simulated. The Kalman filter in each member is our

19 state Kalman filter design for integrating the JTIDS, GPS,

INS, and barometric altimeter data.

iMany simulations were run without the GPS data, to explore

JTIDS/INS performance. The effect of various trajectories on

relative navigatior accuracy was explored. All cases had a

single navigation controller. Siveral conclusions are supported

by the simulation results. It is important that there be

relative motion between members providing angular velocity of the
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lines of sight. With round trip timing a memter can quickly

determine its range from the navigation controller. The tuitial

accuracy is limited by nonlinear effects if the range is close

and the cross range uncertainty is large. With angular velocity

of the line of sight to the navigation controller, a member

eventually estimates its other component of relative position.

If the line of sight returns to the original direction, nonlinear

limitations on accuracy are overcorne and the positional accuracy

along the line of sight is of the order of the 10 m noise in the

time of arrival measurements. Generally members were not able .o

significantly reduce their initial relative velocity errors, so

cross range accuracy deteriorates noticeably when the direction

to the navigation controller stops changing.

In some of the trajectories the navigation controller was

not moving. This did not seem to prevent the other members from

determining their relative position. if members did not have

inertial systems, there would be an azimuth ambiguity with a

fixed navigation controller. But with well aligned inertial

systems, the members are able to determine their relative

direction from the naviaation controller.

In none of the trajectories examined could members

simultaneously fix both components of horizoncal position to the

level of le w. accuracy. A possible conclusion is that two

navigation controllers (end of baseline concept) are needed to

achieve accurate relative navigation. An important topic for

further investigation would be the design and evaluation of

alternate methods of establishing the relative grid. How does
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one implement a two navigation controller concept? How are the

filters initialized and what are the navigation controller

constraints? Perfo:mance evaluations with the detailed simulator

most likely can show superior navigation accuracy and without the

need for relative motion.

Rojnd trip timing has a significant beneficial effect on

relative navigation accuracy. This was demonstrated with a two

member trajectoay conparing the performance with and without RTT.

With RTT the initial along range position can be determined.

Without RTT no com.ponent of position ýs determined until there is

significant variation in the line of sight to the navigation

controller. With RTT the member has some success at estimating

both components of relative velocity. AF a result good

navigation accucacy is held longer after the line of sight stops

changing. Without RTT the member had no success at estimating

relative velocity. Both components of position error at the end

are growing at the rate of the initial relative velocity error.

A simulation with a democ:atic organization of four members

and without round trip timing was shown to be wildly unstable.

When RTT was added, the instability was eliminated. The ownstate

filters still had hopelessly optimistic computed uncertainties.

The Gaussian quadratic equations, for protecting the filter

from the effect of the nonlinear elongation of the time of

arrival weasurements, have been shown to be important -:or

preventinq filter divergence.

The i0 m and 7 in oote sigma noises in the time of arrivai and

i•und trip riming measurements are noc significant conttibutors
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to the relative navigation error. The more important sources of

error seem to be the single navigation controller method of

establishing the relative navigation grid, the low angular

velocities of the lines of sight on some 'trajectocies, and :he

measurement nonlinearity. If nonlinearity were not a significant

problem, then the measurement noise would be a significa.at source

of error. Other methods of nrid setting, such as the end of

baseline method can eliminate nonlinear difficulties. Under

these organizations, the measuirement noise level would be

important.

The effect of filter precision was explored. There was a

difference in numerical results observed in the second or th.ird

digit comparing a single precision run and a double precision

run. Single precision accuracy here had 7 decimal digits. The

sensitivity to precision is due to the way that relative

navigation is carried implicitly as the difference between

geodetic position estimates. Some flight computers, with single

precision accuracy less than our I digits, may have to implement

the Kalman filter in double precision.

Additional simulations were run using the CPS data. The

simulations show that a community with two GPS equipped members

will have excellent geodetic navigation accuracy. The accuracy

will be liaited by the JTIDS measurement noise and the geometric

dilution of precision.

Accurate position in the relative grid should follow. If

every member knows their own geodetic position to 10 or 20 m

accuracy, then they should also know their positions relative to
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each other to the same level of accuracy. Witn the ownstate

formulation, to achieve this one must have a grid offset pseudo

measurement tyre.

if only one member is GPS equipped, then the community

geodetic accuracy is no better than the usual relative navigation

accuracy. Relative motion is required to provide observability

and measurement nonlinearily limits the accuracy that can be

obtained.

Our Kalman filter design for integrating the JTIDS, GPS,

INS, and altimeter data performed entirely satisfactorily in the

simulations.

The detailed simulator that we have developed has provided

significant insight into the performance characteristics of both

JTIDS/INS navigation and JTIDS/GPS/INS navigation. We expect

that this tool will be a significant aid in future research

concerning decentralized community navigation systems.
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